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ABSTRACT Hypertension and diabetes have become a global health and economic issue, being among
the major chronic conditions worldwide, particularly in developed countries. To face this global problem,
a better knowledge about these diseases becomes crucial to characterize chronic patients. Our aim is two-
fold: (1) to provide an efficient visual tool for identifying clinical patterns in high-dimensional data; and (2)
to characterize the patient health-status through a data-driven approach using electronic health records of
healthy, hypertensive and diabetic populations. We propose a two-stage methodology that uses diagnosis
and drug codes of healthy and chronic patients associated to the University Hospital of Fuenlabrada in
Spain. The first stage applies the Self-Organizing Map on the aforementioned data to get a set of prototype
patients which are projected onto a grid of nodes. Each node has associated a prototype patient that
captures relationships among clinical characteristics. In the second stage, clustering methods are applied
on the prototype patients to find groups of patients with a similar health-status. Clusters with distinctive
patterns linked to chronic conditions were found, being the most remarkable highlights: a cluster of pregnant
women emerged among the hypertensive population, and two clusters of diabetic individuals with significant
differences in drug-therapy (insulin and non-insulin dependant). The proposed methodology showed to be
effective to explore relationships within clinical data and to find patterns related to diabetes and hypertension
in a visual way. Our methodology raises as a suitable alternative for building appropriate clinical groups,
becoming a promising approach to be applied to any population due to its data-driven philosophy. A thorough
analysis of these groups could spawn new and fruitful findings.

INDEX TERMS Electronic health records, machine learning, self organizing maps, clustering, data
visualization, chronic conditions.

I. INTRODUCTION
In recent years, the number of chronic patients is increas-
ing at an alarming rate, becoming a public health concern
at a global scale. Treating patients with chronic diseases
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generally increases the need to face a growing healthcare
demand. Several reports released by the World Health Orga-
nization [1], [2] (WHO) highlight the importance about
prevention and changes in policies to reduce health risks
associated to chronic conditions. Characterization of patient
health-status and its evolution become a priority to prevent
the onset of chronic diseases, to improve the patient’s quality
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of life, to reduce costs, and to make efficient use of healthcare
resources [3], [4].

Data-driven models based on Machine Learning (ML)
have been intensively considered for extracting knowledge
and discovering patterns related to diseases in different clin-
ical works [5]–[9]. ML is a scientific discipline which uses
learning (experience guided by examples) to build plausible
models with a reasonable generalization capability [10].

The widespread adoption of Electronic Health Records
(EHRs) has generated unprecedented amounts of digitized
data for clinical research, contributing towards the devel-
opment of many ML-based works [11]–[15]. However,
working with clinical data becomes challenging due to the
high-dimensionality of the data, since a patient is usually rep-
resented by many features. The high-dimensionality makes
it difficult to visualize data and to interpret their patterns.
To overcome the lack of interpretation, this work uses a
ML technique, namely the Self-Organizing Map (SOM)
[16]–[18]. The SOM provides a visual way for exploratory
data analysis and clustering, having been used in different
domains, ranging from pattern recognition, speech recogni-
tion, signal processing and finance [19]–[22]. In the clinical
domain, the SOM has also been applied to identify patterns in
patients with certain diseases, to predict risk of diseases, and
to extract knowledge from drug use or identifying groups of
patients according to clinical codes, among others [23]–[33].

It is well-known that high-dimensionality in clinical data
produces a challenge for medical interpretation, as well as
important drawbacks for the extraction of clinical patterns.
The SOM has shown maturity to contribute to the data inter-
pretation and to provide novel clinical evidence when applied
to health problems [34]–[36]. The SOM maps complex rela-
tionships in the data into simple geometric relationships
on a low-dimensional space [37], usually a bi-dimensional
grid of nodes. The grid structure provides a visual way for
exploratory data analysis, paving the way for the discovery
of hidden patterns and clustering patients with common clin-
ical characteristics. This is due to its topology-preserving
property, which allows projection of similar patients from
the high-dimensional space onto the same region of the grid.
Each node of the grid has associated a prototype vector (called
in this paper prototype patient), which is a representation of
the clinical characteristics. We used these prototype vectors
provided by the SOM as input to the clustering method in
order to group prototype patients (thereby patients) with sim-
ilar clinical characteristics.

This study proposes a two-stage methodology for char-
acterizing patient health-status following a data-driven
approach. In the first stage, the SOM is trained, and prototype
patient vectors are obtained according to diagnosis and drug
codes. In the second stage, clustering methods are performed
for grouping ‘similar’ prototype patients (thereby nodes in the
grid) for getting clusters with chronic patterns.

This paper is structured as follows. Section II includes
data description and pre-processing used for characterizing
the health-status and the patient description through their

EHR. Section III describes the theoretical fundamentals of
the SOM, as well as the considered clustering methods and
cluster validity scores. Experimental results are detailed in
Section IV. The discussion and conclusions are presented in
Section V and Section VI, respectively.

II. DATA DESCRIPTION AND PRE-PROCESSING
In this section, we describe the dataset as well as the
pre-processing stage performed. Further, a visual character-
ization based on profiles of populations is carried out.

Data have been provided by the University Hospital of
Fuenlabrada (UHF) in Madrid, Spain, during one year. The
UHF is a public hospital with almost 220,000 citizens
assigned, and its activity, per year, is around 420,000 outpa-
tients, 15,500 discharges, 12,000 surgeries and 120,000 emer-
gencies. We work with different features: age, gender,
diagnosis codes according to the International Classifi-
cation of Diseases Ninth Revision-Clinical Modification
(ICD9-CM) [38] and pharmaceutical drug codes following
the Anatomical Therapeutic Chemical (ATC) Classification
System [39]. Both ICD9-CM and ATC codes are recom-
mended byWHO and have been extensively used in a variety
of studies at international level [40]–[43].

A. DEMOGRAPHIC CHARACTERISTICS AND CLINICAL
CODES
ICD9-CM codes consist of six alphanumeric-characters with
a decimal point between the third and fourth character [38].
ATC codes are composed of seven alphanumeric-characters
hierarchically structured in five levels: anatomical (first ele-
ment), therapeutic (second and third element), pharmacolog-
ical (fourth element), chemical (fifth element) and chemical
substance (sixth and seventh element). Following a similar
approach in [44], [45] and aiming to decrease the number
of features, we reduced the detail of the aforementioned
codes. The characters after the decimal point were removed
for ICD9-CM and the fifth level of the ATC codes were
discarded. These simplified-version codes are named ‘short-
codes’. This simplification in diagnosis and drug codes
results in a patient representation by a vector of 2,265 features
(see Fig. 1): age, gender, 1,517 diagnoses and 746 drugs.
The features related to diagnoses and drugs are coded by
binary values denoting the presence/absence (‘1’/‘0’) of the
corresponding diagnosis and drug code for a particular patient
during the year of study.

B. CLINICAL RISK GROUPS
ICD9-CM and ATC codes have been used as valu-
able data for identifying chronic populations in prior
studies [46]–[48]. Patient Classification Systems (PCSs) are
used as a tool to clinically validate the findings provided by
theML techniques proposed [49]. PCSs apply a set of clinical
rules to assign a patient to one group with similar charac-
teristics from a clinical viewpoint. These rules, stated by
physicians with broad knowledge and expertise, are extracted
by using a high number of clinical records. Among PCSs,
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FIGURE 1. Representation of patient vectors. Representation of
conditions of N patients as N vectors of features. Each patient is
represented by age; gender; 1,517 diagnosis codes (ICD9-CM short-codes)
and 746 drug codes (ATC short-codes).

the system named Clinical Risk Groups (CRGs) [50], has
been clinically validated at an international level in a variety
of works [51]–[53] and is oriented towards the identification
of chronic patients. The CRGs use demographic data, diag-
noses, clinical procedures and drugs in a period of time to
assign each individual into a severity-adjusted homogeneous
health-status. Since CRGs provide a categorization clinically
accepted for identifying main chronic conditions, it can used
to validate the result provided when applying the methodol-
ogy proposed in this work. Note that this validation can just
be used to confirm the clinical knowledge considered by the
CRGs rules. Nevertheless, if the main results provided by the
ML approach are in accordance with the clinical knowledge,
the use of our approach can open the way to new clinical find-
ings. We considered the health-status of the patient through
three CRGs: CRG-1000 (healthy) with 46,835 patients,
CRG-5192 (hypertensive) with 12,447 patients, and CRG-
5424 (diabetic) with 2,166 patients.

In recent works related to chronic conditions [45], [54],
we proposed a representation named profile to characterize
every health-status. For a specific CRG, the profile is an
uni-dimensional visual representation where the horizontal
axis contains the diagnosis/drug codes and the vertical axis
shows the average rate of each code when considering all
individuals belonging to that CRG. The profile allows to
check the prevalence of certain codes against others, and
provides information about which codes are associated with
a particular CRG. Fig. 2 depicts the profiles according to
each CRG (CRG-1000, CRG-5192 and CRG-5424) taking
into account ICD9-CM short-codes (left panels) and ATC
short-codes (right panels). For example, looking at the diag-
nosis profile associated with CRG-5424 (Fig. 2 (e)), the code
with the highest value is ICD9-CM ‘250’, which indicates
that around 90% of the individuals belonging to this CRG
were diagnosed with diabetes.

C. IMBALANCE CLASSES
In general, most ML techniques are affected by imbalance in
classes [55]: when the dataset used for learning has a con-
siderable proportion of samples for some classes, the learn-
ing process can be monopolized by those associated to the
majority group. To solve this issue, several strategies have
been proposed in the literature [56]–[58]. For simplicity,
we consider the random under-sampling strategy [59], where

FIGURE 2. Profiles associated to CRGs. Diagnosis profiles (left panels)
and drug profiles (right panels) for the CRGs: (a-b) CRG-1000 (healthy
patients); (c-d) CRG-5192 (hypertensive patients); (e-f) CRG-5424
(diabetic patients). Note that the five ICD9-CM and ATC short-codes with
the highest average rate values are pointed out.

classes with more samples are under sampled to have the
same number of samples than the minority class. Since the
classes considered in this work exhibit the imbalance problem
(much more individuals with a healthy condition), we bal-
ance our dataset taking as reference the minority class, i.e.
CRG-5424 with 2,166 patients.

III. SELF-ORGANIZING MAP AND CLUSTERING FOR THE
TWO-STAGE METHODOLOGY
This study is carried out by following a two-stage method-
ology as in [37], [60] (depicted in Fig. 3): the first stage
uses SOM to build a set of prototype vectors capturing clin-
ical insights from data, whereas the second stage uses these
vectors as input to a clustering method to identify groups of
patients with similar characteristics. This section introduces
fundamentals of Self-Organizing Map and the clustering
methods used in this study.

A. SELF-ORGANIZING MAP
The SOM is a type of artificial neural network based on unsu-
pervised learning proposed by Kohonen [16]–[18], exten-
sively used for exploratory data analysis and visualization of
high-dimensional data. The SOMmaps the high-dimensional
space into a lower-dimensional space formed by a set of
M nodes arranged in a grid-structure. Formally, given a set
of N samples given by X = {x1, x2, x3 . . . ., xN } (where
each vector is characterized by a D-dimensional vector
xi = [xi,1, . . . ., xi,D]), the SOM assigns each vector to one
node of the grid. Each node j is characterized by a prototype
vector vj = [vj,1, . . . ., vj,D], j = 1, . . . .,M [37]. Nodes of
the grid are organized to maintain the topological properties
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FIGURE 3. Representation of the two-stage methodology. First stage: (a) patients represented by vectors of 2,265 features. They are the input to the
(b) SOM (a grid of 25 nodes). The SOM output are 25 prototype vectors named as {vi }

25
i=1. Second stage: prototype vectors are used as input for

hierarchical clustering (c), providing 5 clusters which are depicted on the right part of the illustration. Nodes associated to each cluster appear with the
same color.

of the input space through a neighbourhood function. This
means that ‘similar’ samples from the input space will be
assigned to neighbour nodes of the grid, enabling the pos-
sibility to discover groups of patients with common clinical
characteristics and to visualize patterns of the population.
Remark that the SOM mapping aids data visualization and
may reveal hidden patterns from complex data in a straight-
forward way.

The basic SOM algorithm begins by assigning random
values to the prototype vectors vj, followed by an iterative
training stage of a fixed number of iterations. For each itera-
tion t , the next steps are performed:

• Step 1. A sample xi is randomly chosen from X .
• Step 2. The sample xi is compared with each prototype
vector vj by calculating the distance between them. The
nearest node b to xi is chosen as the winner node, called
the Best Matching Unit (BMU). Formally, the BMU is
defined as:

b = argmin
j

d(xi, vj), j ∈ 1, · · · ,M (1)

where d(., .) indicates a distance metric.
• Step 3. The prototype vector associated to the BMU and
those prototype vectors associated to the neighbouring
nodes are updated according to the next learning rule:

vj(t + 1) = vj(t)+ α(t)hjb(t)(xi(t)− vj(t)), (2)

for j = 1, · · · ,M , where t and t + 1 are the
current and the next iteration, respectively. We con-
sider a monotically decreasing learning rate with time,
given by α(t). The neighbourhood function hjb(t),
which is centered on the winner node b, is given by

hjb(t) = exp
(
−
‖rb−rj‖2

2σ 2(t)

)
, where rb and rj are the

positions of nodes b and j on the grid, and σ is the
neighborhood radius which decreases monotically with
time σ (t) [16], [17].

In our study, the prototype vector of each node represents a
prototype patient. Each prototype patient characterizes indi-
viduals associated to that specific node based on clinical
codes used (diagnosis and drug codes). Next, we propose to
cluster prototype patients by leveraging the advantages the
intrinsic similarity between these vectors. Note that neigh-
bour nodes present a similarity relationship. This clustering
provide new insights associated to patients with a similar
chronic condition.

B. CLUSTERING OF THE PROTOTYPE VECTORS
Clustering aims to reveal underlying similarities and group
samples based on distances, where smaller distances imply
similar samples [61], [62]. Literature shows a variety of
clustering methods [63], which are categorized into different
types: partitional and hierarchical approaches [64]. Among
partitional clustering, k-Means is the most popular. The num-
ber of K clusters is established a priori, where each cluster
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is represented by a centroid or cluster center. The centroid’s
location is found according to an iterative algorithmminimiz-
ing, for each cluster, the Euclidean distance between samples
in the cluster and its corresponding centroid [65].

In contrast, in hierarchical clustering, samples are
organized into a tree-like structure based on distance
measures [66], [67]. The Agglomerative Hierarchical
Clustering (AHC), which is the most common approach [68],
starts considering each sample as a single cluster. At each
iteration, the two clusters with smallest inter-cluster distance
are merged into a new cluster. According to the inter-cluster
distance, different algorithms can be found: single linkage,
average linkage, complete linkage and Ward [67].
Following the approach adopted by various researchers

[37], [69]–[72], we apply AHC on the prototype patients to
provide an interpretable and visual characterization (tree-like
structure) of the similarity between clusters.

To validate the cluster’s quality and to determine an ade-
quate number of clusters, we consider several clustering
validity indices (CVIs) [73]–[76]. CVIs mainly consider two
principles: (1) compactness, which measures how closely
are the elements in the cluster (intra-cluster distance); and
(ii) separability (inter-cluster distance) measuring the sepa-
ration between clusters. Since clustering seeks to minimize
intra-cluster distance (improving compactness) and to maxi-
mize inter-cluster distance (increasing the separation between
clusters) [37], most of CVIs are based on compactness, sepa-
rability or combination of both [77]. Thoughmany CVIs have
been proposed [73], [75], [78]–[80], this work considers the
C index [79] and the Silhouette coefficient [81].

IV. EXPERIMENTS AND RESULTS
This section covers the experimental setup, the SOM visual
interpretation, and the subsequent cluster characterization
from a clinical viewpoint.

A. EXPERIMENTAL SETUP
In this work, the SOM is implemented using the Kohonen
library [82] of the software environment R. The SOM training
is performed using diagnosis and drug features. As stated in
Section II, several parameters are involved in the SOM con-
figuration. Thus, we explore different values for the number
of iterations {1024, 2048, 3017, 4096}, for the learning rate
values in the interval [0.01, 0.05], and for the neighborhood
radius σ in [0.005, 0.3] Furthermore, we explore different
structures for the two-dimensional grid based on the num-
ber of nodes. Specifically, we evaluated structures of 3 × 3
(9 nodes), 5 × 5 (25 nodes), 7 × 7 (49 nodes) and 10 × 10
(100 nodes). Our experiments showed that a two-dimensional
grid of 5 × 5 was suitable to extract patterns of chronic
diseases, to discover relationships among features, and to
establish groups with specific clinical characteristics. As a
result of the SOM training, a total of 25 prototype vectors
were obtained. These vectors allow to capture intrinsic rela-
tionships from the data.

FIGURE 4. Selected CPRs of the SOM. CPRs for ICD9-CM codes: ‘250’;
‘272’; ‘401’; ‘460’; ‘526’; ‘648’; ‘719’; ‘V27’. CPRs for ATC short-codes:
‘A02BC’; ‘A10AB’; ‘A10BA’; ‘C09AA’; ‘C10AA’; ‘H03CA’; ‘J01CA’; ‘M01AE’;
‘N01BB’; ‘N02BB’; ‘N02BE’; ‘N05BA’.

B. SOM VISUAL INTERPRETATION
The SOM has been applied for exploratory data analysis fol-
lowing a visual approach. Specifically, the component plane
representation (CPR) has been broadly used for visualization
and interpretation of high-dimensional data [83]–[85]. ACPR
corresponds to a bi-dimensional grid of nodes (the same as
the SOM architecture) showing the mapping of a feature
of the prototype vectors on the grid. Each feature has its
corresponding CPR, which is visualized by setting a color-
coding. In our CPR visualizations, the darker the intensity
color, the higher the mapping value of the corresponding
feature.

These visualizations may reveal some associations
between features by comparing two or more CPRs. This com-
parison is carried out considering positions and color-coding
of the nodes. For example, if two CPRs show high color inten-
sity in the same nodes of the grid, an association between both
features in the corresponding prototypes can be assumed.
In our case, we attempt to seek potential relationships among
features linked to certain type of chronic patients according
to diagnosis and drug codes. As we mentioned, we handled
2,265 features. Since showing all CPRs is not viable, we only
show the CPRs of a determined set of features. Specifically,
we considered those features with the highest average rate
values in the diagnosis and drug profiles (see Fig. 2).
Startingwith diabetic patients, we explore CPRs associated

with ICD9-CM and ATC short-codes directly related to this
chronic disease. The CPR of the ICD9-CM code ‘250’ (first
row, first column in Fig. 4) suggests that the majority of
diabetic patients are distributed on the bottom right nodes.
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The ATC short-codes most used in the treatment of dia-
betes are visually identified by ATC ‘A10AB’ (insulines)
and ‘A10BA’ (biguanides). Regarding hypertensive patients,
the CPR associated with ICD9-CM ‘401’ (first row, third col-
umn) suggests that hypertensive patients are mainly located
on the top nodes of the grid. By analyzing other CPRs, ATC
‘C09AA’ (best-known as statins) shows to be the main drug
for hypertension treatment. CPR analysis also reveals the
existence of ATC ‘C10AA’ (HMG CoA reductase inhibitors,
fourth row, first column) and ICD9-CM ‘272’ (Disorders
of lipoid metabolism) (first row, second column) in certain
nodes associated with diabetes and hypertension, which indi-
cates that cholesterol and obesity are comorbidities present
in patients diagnosed with these chronic conditions. Note
also that ATC ‘A02BC’ (proton pump inhibitors (PPIs)) is
common for the diabetes and hypertension drug profile as
it can be shown in the CPR analysis (high intensity color at
nodes linked to chronic diseases). Note that the increment of
PPIs in relation to healthy patients is usually attached to the
treatment of polymedicated patients, more frequent on elderly
chronic patients. This increment, also evidenced by the SOM,
has supported tools to reduce the PPIs prescription and there-
fore avoid their side effect on patients not directly benefited
by these kind of drugs [86]. Some CPRs also evidence a
moderate consumption of analgesics (‘M01AE’, fourth row,
fourth column) and ‘N02BE’ (fifth row, third column) in
nodes not only associated with chronic diseases, which is also
evidenced comparing the peaks in the drug profiles of Fig. 2.

The CPR associated with ICD9-CM short-code ‘V27’
(Outcome of delivery, single liveborn, panel in second row,
fourth column) was relevant to identify pregnant women. The
node with the highest intensity in the color bar has also high
intensity in the CPR ‘401’ (hypertension). As a consequence,
it may suggest a relation between pregnancy and hyperten-
sion. Nevertheless, these pregnant women did not take drugs
for hypertension treatment. Another interesting finding is
that most related CPRs were those identified to analgesics
ATC ‘N01BB’, ‘N02BB’ and ‘N02BE’. This makes sense,
because on pregnancy status, prescription drugs are mainly
analgesics. Furthermore, ICD9-CM short-code ‘648’ (Other
current conditions in the mother classifiable elsewhere but
complicating pregnancy) is notorious since it is related to DM
complicating pregnancy.

C. ESTIMATION OF NUMBER OF CLUSTERS
The insights gained by applying a SOM helped to identify
patterns of chronic diseases. For this purpose, we propose to
cluster prototype vectors linked to nodes aiming to discover
groups of patients with shared chronic conditions. In order
to compare different clustering approaches on the prototype
vectors, we apply AHC with different linkage criteria (Ward,
single, average and complete) and k-Means. We use the two
CVIs presented in Section III to determine an appropriate
number of clusters: (1) the Silhouette coefficient, and (2) the
C index.

FIGURE 5. Cluster validity indices (CVIs) applied on prototype vectors.
(a) Silhouette coefficient; (b) C index.

For a visual comparison, Fig. 5 shows the three CVIs
considering different clustering methods and number of clus-
ters. Note that the x-axis represents the number of clusters,
while the y-axis shows the corresponding CVI value. Regard-
ing the Silhouette coefficient (see Fig. 5 (a)), note that the
Ward approach provides the highest value with five clusters.
By analyzing the C index (see Fig. 5 (b)), where lower values
represent a better clustering performance, Ward, average and
complete linkage reach minimum values for both five and
six clusters. Since different numbers of clusters can be a
suitable election, a further exploratory analysis of the clusters
reveals that the insights with five clusters are more clinically
meaningful. In general, Ward demonstrates better clustering
performance regarding CVIs values. Therefore, hereafter we
explore the results of AHCWard clustering with five clusters.

To complement the analysis, and to show the potential of
the two-stage methodology, several clustering methods are
carried out on the raw data. Specifically, we compare the
results of k-Means and AHCwith different linkage applied on
the prototype vectors (Fig. 5) with the equivalent clustering
methods on the raw data. Note that, in our case, the raw data
are binary. Though a variety of clustering methods can be
found in the literature, they are usually designed to work
with numerical features, requiring some adaptations when
clustering samples with categorical features. For instance,
in AHC, distance measures that appropriately handle categor-
ical features should be considered. In particular, the Jaccard
distance has been used in this work [87]. Owing to the binary
nature of the raw data features, k-Means is replaced by the
k-Modes method, an extension of k-Means for categorical
data [88].

The CVIs associated to k-Modes and AHC with different
linkage on raw data are shown in Fig. 6. A brief inspection
of Fig. 6 (a-b) shows lower values for the Silhouette coeffi-
cient in relation to those obtained when clustering prototype
vectors: 0.025 versus 0.25 (see Fig. 5). Regarding the C
index, best performance (lower C index) are obtained when
clustering the prototype vectors than the raw data (0.09 versus
0.3). AHC Ward consistently provides the best performance
for both CVIs when the prototype vectors are considered.
From these outcomes, we can conclude that the two-stage
methodology combining SOM and AHC Ward clustering is
appropriate.

D. CLUSTER CHARACTERIZATION
In this section, a characterization of clusters using AHCWard
is accomplished through the most appropriated number of
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FIGURE 6. Cluster validity indices (CVIs) applied on raw data.
(a) Silhouette coefficient; (b) C index.

FIGURE 7. SOM grid and correlogram of the prototype vectors. (a) Grid of
nodes and names of the prototype vectors, where each cluster is depicted
by a different color (five clusters are considered); (b) Correlation
coefficient matrix between pairs of prototype vectors, with axes
indicating the prototype vectors according to (a).

clusters. Hereafter the analysis is carried out using five clus-
ters, which are shown in Fig. 7 (a). Each cluster is represented
by a different color: C1 (blue nodes), C2 (orange nodes), C3
(green nodes), C4 (red node), and C5 (purple nodes). In order
to show the SOM topology-preserving property, we compute
the Pearson correlation coefficient (PCC) between pairs of
prototype vectors (see Fig. 7 (b) for details). The PCC is a
numerical value ranging between [−1,+1] which quantifies
the linear relationship between two vectors [89], where 0
means no linear relationship, and +1/−1 represents an exact
positive/negative linear relationship. For instance, taking the
prototype vectors associated with nodes v3 and v4, we obtain
a Pearson correlation coefficient around 0.8 (i.e. high lin-
ear correlation). This can be a reasonable result, since both
prototypes are in the same cluster (cluster C2). In contrast,
the value of this coefficient for the prototype vectors v3
(cluster C2) and v17 (cluster C1) is around 0.1 (low linear
correlation). Note that this happens because v3 and v17 belong
to different clusters and are spatially separated in the SOM
grid.

To present these coefficients in a visual manner, a cor-
relogram (a graph of a correlation matrix) is displayed
in Fig. 7 (b). Note that prototype vectors do not appear
with correlative numbers in rows and columns of this matrix.
Instead, they have been arranged so that ‘similar’ prototypes
are in adjacent positions, thus facilitating cluster visualiza-
tion. Since prototypes in the same cluster are in adjacent
positions, we have superimposed on the correlogram five
squares with solid colors (the same as that of each cluster)
to encompass prototypes in the same cluster.

The diagnosis and drug profiles associated with patients
in each cluster are depicted in Fig. 8. These profiles provide

TABLE 1. Description of ICD9-CM and ATC short-codes with highest
values in the diagnosis and drug profiles of Fig. 8.

a visual way to interpret the prevalence of different diagno-
sis and drug codes. The description of ICD9-CM and ATC
short-codes linked to the highest values in the profiles are
shown in Table 1. A detailed analysis of the obtained clusters
is presented in the next paragraphs.

Cluster C1 includes 2,437 individuals (mean age,
25.76 years), 81.45% associated to CRG-1000, 12.27% to
CRG-5192 and 6.28% to CRG-5424. The mean age of
patients in this cluster is the lowest of all clusters. None of the
ICD9-CM/ATC short-codes of this cluster has a noteworthy
average rate (see Fig. 8 (a)-(b)). An exploration of the drug
profile (Fig. 8 (b)) shows that the most common drugs
consumed by individuals of C1 are analgesics to treat general
pain, where ‘N02BE’ and ‘M01AE’ are the ATC short-codes
with highest average rate. Taking into account the percentages
of individuals related to the majority class (CRG-1000) and
the analysis of the profiles, we identify cluster C1 with the
healthy population.

Cluster C2 contains 433 patients (mean age of 30.84 years),
all of them linked to CRG-5424. From the diagnosis profile
(Fig. 8 (c)), we conclude that the ICD9-CM short-code ‘250’
has the highest average rate. Other codes in the diagnosis
profile (‘719’, ‘526’ and ‘460’) have a much lower average
rate value, indicating that individuals in C2 are primarily
diabetics. With regard to the drug profile (Fig. 8 (d)), ATC
short-codes with the highest average rate are ‘A10AB’ and
‘A10AE’. Considering these results, we characterize patients
in cluster C2 as young diabetics who consumemostly insulin.

Cluster C3 contains 1,753 patients (mean age, 55,58 years),
83.29% associated with CRG-5424, 9.12% with
CRG-5192 and 7.59% with CRG-1000. For diagnoses
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FIGURE 8. Diagnosis profiles (left panels) and drug profiles (right panels)
for each of the five clusters: (a-b) C1; (c-d) C2; (e-f) C3; (g-h) C4; (i-j) C5.

(Fig. 8 (e)), the ICD9-CM short-codes with the highest
average rate are ‘250’ and ‘272’. By exploring the drug
profile in Fig. 6 (f), two ATC short-codes stand out above all:
‘A10BA’ and ‘C10AA’. ‘A10BA’ is used to treat non-insulin-
dependant individuals [90], whereas ‘C10AA’ (best-known as
statins) is used to reduce low-density lipoprotein cholesterol.
Besides, it has properties that help for the prevention of
cardiovascular events [91], [92]. In view of these insights,
we characterize C3 as associated with the diabetic population.
Note that the highest values of profiles of C3 correspond with
the highest values of the profiles associated to CRG-5424
(Fig. 2 (e)-(f)). We conclude that the profiles associated with
C3 are most similar to those of CRG-5424. Though clusters
C2 and C3 are mainly related to the diabetic population, there
is a remarkable difference in terms of drugs consumed. The
individuals associated to C2 take biguanides and statins to a
lesser extent.

Cluster C4 contains 145 patients (mean age, 30.25 years),
71.92% associated with CRG-5192, 17.93% with CRG-
1000 and 10.34% with CRG-5424. All patients are preg-
nant women with diagnosis codes ‘645’, ‘648’, ‘650’, ‘V22’,
‘V27’ and ‘401’ (see the high values in Fig. 8 (g)). Note that
most of the previous codes are strongly linked to pregnancy,
with the exception of the ICD9-CM short-code ‘401’ (hyper-
tension). Despite these pregnant women being coded with
‘401’, none of them takes drugs linked to hypertension such
as angiotensin-converting enzyme (ACE) inhibitors or HMG

FIGURE 9. Boxplot of the age for each cluster.

CoA reductanse inhibitors. Concerning the drug consumption
(Fig. 6 (h)), the most frequent ATC short-codes are ‘N02BB’
and ‘N02BE’. From a clinical viewpoint, it was validated
that pregnant women are only allowed to take ‘N02BB’ and
‘N02BE’ (i.e. local anesthetics and analgesics). A previous
study [93] showed that ACE inhibitors and angiotensin recep-
tor blockers (ARBs) (drugs used to treat hypertensives) are
fetotoxic and its discontinuation during pregnancy is highly
recommended, due to malformations and adverse events that
were reported [94].

Cluster C5 contains 1,730 patients (mean age, 55.74 years),
95.24% associated with CRG-5192, 3.84% with CRG-
5424 and 0.92% with CRG-1000. The diagnosis profile
(Fig. 8 (i)) shows that the ICD9-CM short-code ‘401’ has
the highest average rate. For drugs (Fig. 6 (j)), the ATC
short-codes with the highest average rate are ‘A02BC’,
‘C09AA’, ‘C10AA’. They are common drugs prescribed in
the treatment of hypertension [95]. The drug therapy in hyper-
tension aims to reduce the risks associated with high blood
pressure (BP) [96]. This BP reduction requires a therapy with
the combination of different drugs such as ACE inhibitors,
ARBs, diuretics and β-blockers [96]. The use of several
anti-hypertensives is evidenced in the drug profile, where
the codes reach similar values of average rate and none of
them predominates. By considering profiles linked to C5 and
keeping in mind the majority class (CRG-5192), we associate
this cluster with the hypertensive population.

Complementing the above cluster analysis, in Fig. 9 we
provide the boxplot summarizing the distribution of the
patient’s age for each cluster. Note that median age of clusters
C1, C2 and C4 is significantly lower than that of C3 and C5,
which are mainly associated with chronic patients.

E. CLINICAL VALIDATION USING CRGs
In order to validate clusters found with the two-stage method-
ology from a clinical viewpoint, we quantify the relation-
ship between the clusters profiles (see Fig. 8) and CRGs
profiles (see Fig. 2) by means of the Pearson correlation
coefficient (PCCs). Thus, we compute the PCC between the
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FIGURE 10. LCM representations. LCM between the profile of each node
and the profile of each CRG: (a-c) for CRG-1000; (d-f) for CRG-5192; (g-i)
for CRG-5424. (Left panels) diagnosis profiles; (middle panels) drug
profiles; (right panels) concatenation of diagnosis and drug profiles.

diagnosis/drug profile associated with each CRG and the
profile computed for: (1) each node, and (2) each cluster.
We firstly obtain the three types of profiles linked to each
node (diagnosis, drug and concatenation of both) and we
compute the PCC between each one and the profile corre-
sponding to each CRG. Bearing in mind the grid size (i.e.
25 nodes), we get a total of 25 PCC values per type of profile
associated to one CRG. In order to have a visual way for
interpreting these results, we propose to showPCC values as a
heatmap on a bi-dimensional array of size 5× 5 representing
the SOM nodes. The heatmap representation uses different
color intensities to illustrate the highest and lowest PCC
values, providing what we have named a ‘linear correlation
map’ (LCM). Each rectangle of the LCM corresponds to
one specific node of the grid. Taking into account that we
handled three types of profiles, it results in three LCMs by
CRG, reaching a total of nine LCMs for the analysis (see
Fig. 10). The first row of the panels (a-c in Fig. 10) refers
to the three LCMs associated with CRG-1000; the second
row of panels (d-f in Fig. 10) shows LCMs corresponding
to CRG-5192, and the last row (g-i in Fig. 10) presents
LCMs linked to CRG-5424. Note that LCM can contribute
to characterize each node from a quantitative and clinical
viewpoint by identifying which nodes are closely related a
chronic diseases.

From Fig. 10, it becomes straightforward to distinguish
the predominant health-status associated to each node by
identifying the most intense red color in the bi-dimensional
heatmap. Taking into account the LCMs in Fig. 10 (a-c),
the highest PCC values are at the bottom left nodes, indicat-
ing that healthy patients are mostly located on those nodes.
Considering Fig. 10 (d) (i.e. PCC between diagnosis profiles
of CRG-5192 and these associated to each node), high values
of correlation are placed in the top nodes, corresponding to
a hypertensive population. The highest PCC values on the
LCM for drugs (see Fig. 10 (e)) are not just on the same
nodes as in Fig. 10 (d), but there are more nodes with high
values. This goes in hand with the findings provided by the

TABLE 2. PCC values between profiles of each cluster (from C1 to C5) and
those associated with: CRG-1000 (first row), CRG-5192 (second row), and
CRG-5424 (third row). For each cluster, the last row shows the percentage
of patients by CRG.

drug profile associatedwith CRG-5192 (see Fig. 2 (d)), where
the highest peaks have quite similar values and many of them
are related to analgesics (common drugs used in other CRGs,
specially in healthy populations). Note that Fig. 10 (f) is a
contribution of the two aforementioned LCMs. By comparing
LCMs in the third row, it can be seen that the red color is
more intense in nodes at the bottom right of the grid, for
both diagnosis and drug profiles (see Fig. 10 (g-h)). Panel
(i) shows the contribution of these two LCMs. Remark that
drugs allow identification of nodes associated with diabetic
patients in a better way than diagnoses. When comparing
the LCMs associated with CRG-5192 and CRG-5424, it is
evidenced that the drug therapy for DM is well-established
(mainly insulin and biguanides), while the spectrum of drugs
for hypertension is wider. Besides, it is frequent that common
drugs for hypertension are also used for cardiovascular con-
ditions.

We expanded the analysis of correlation and ascertain
whether the clusters characterized in Subsection IV-D (see
Fig. 8) have a clinical interpretation in terms of PCCs.
Towards that end, we first computed the diagnosis and drug
profiles associated with each cluster. Then, the PCC between
these profiles and those linked to the CRGs were evaluated.
The resulting PCC values are shown in Table 2. Further-
more, for each cluster, we show the percentage of patients
associated with each CRG. Note that cluster C1 was highly
related to CRG-1000 in the two profiles (PCC values >
0.9). Clusters C2 and C3, which have as majority class the
CRG-5424, present a high relationship with the diagnosis
profile of CRG-5424. However, the drug profile of C2 showed
a low linear relationship with that associated with CRG-
5424 (PCC value ≈ 0.6). The reason can be that the most
common treatment in C2 is insulin (see Fig. 8 (d)), which
is not matching with the highest values in the drug profile
of CRG-5424 (see Fig. 2 (f)). The majority of patients in
clusters C4 and C5 are labelled as hypertensive (CRG-5192).
However, the profiles of C4 did not present high correlation
with any CRGs. On the contrary, cluster C5 is closely related
to the drug and diagnosis profiles of CRG-5192 (PCC values
> 0.9).

VOLUME 8, 2020 137027



D. Chushig-Muzo et al.: Data-Driven Visual Characterization of Patient Health-Status

V. DISCUSSION
In this section we highlighted the main insights obtained
from this work. We have shown that the two-stage approach
allowed us to identify two kinds of diabetic patients in
CRG-5424: insulin-dependant (cluster C2) and non-insulin-
dependant (cluster C3). As presented in the drug profiles of
Fig. 8, individuals in cluster C2 took mostly insulins (ATC
short-codes ‘A10AB’ and ‘A10AE’), while those in clus-
ter C3 were mainly characterized by consuming biguanides
(ATC short-code ‘A10BA’), which is also a common drug for
diabetes treatment (see the CRG-5424 profile in Fig. 2 (f)).
The comparison of the aforementioned profiles was helpful to
distinguish major differences between individuals in C2 and
C3 in relation to the drug consumption rate. Additionally,
themean age of individuals in clusters C2 and C3 also pointed
out a distinction between populations, identifying adult and
elderly diabetics.

We also highlighted the presence of a specific cluster (C4)
just associated to hypertensive women. In Fig. 8 (g), the high-
est average rate was associated with ICD9-CM ‘V27’, indi-
cating that most individuals in this cluster had a single live
birth. Furthermore, they mostly have the ICD9-CM code
‘401’ (Essential hypertension), and the code ‘648’ (Other
current conditions in the mother complicating pregnancy
childbirth) is also present to a lesser extent. In the literature
review, we found that one of the major pregnancy com-
plications is the onset of hypertension and diabetes [97],
[98]. In fact, a high percentage of pregnant women may
develop high blood pressure, that in certain cases may pro-
voke acute conditions such as preeclampsia [99]. Some drugs
used in hypertension and diabetes therapy (ACE inhibitors,
ARBs, biguanides) are fetotoxic due to malformations and
adverse events [93], [94], [100], and its discontinuation dur-
ing pregnancy is highly recommended. The absence of drugs
linked to hypertension (ACE inhibitors, ARBs, diuretics) and
diabetes (biguanides) is evident from C4. The analysis of
CPRs showed the prevalence of drugs ‘H03CA’, ‘N01BB’,
‘N02BB’, ‘N02BE’, which is coherent with drugs prescribed
for pregnant women. The existence of cluster C4 certainly
represented an unexpected finding from our analysis.

From the aforementioned outcomes, we confirmed that our
data-driven two-stage methodology has potential to discover
novel groups of patients in an unsupervised way. Ourmethod-
ology raises as a suitable alternative for building appropriate
clinical groups, becoming a promising approach with poten-
tial to be applied to any population due to its data-driven
philosophy.

Our methodology primarily focuses on two chronic con-
ditions (diabetes and hypertension), demonstrating notable
outcomes for characterizing patient health-status addressing
high-dimensionality issues. This work can be extrapolated to
other scenarios with complex chronic diseases, for instance,
patients suffering from multimorbidity (two or more chronic
conditions at same time). Experiments with multimorbidity
is out of the scope of the paper, and it has been considered as
future work.

VI. CONCLUSION
The SOM has proven to be effective to find patterns in data
recorded in the EHR. It showed great ability to visualize
high-dimensional clinical data and demonstrated to be a
powerful visual tool for finding patterns related to chronic
diseases. The prototype vectors characterizing the nodes of
the SOM grid are relevant because they capture intrinsic rela-
tionships from data while keeping the topology-preserving
property. The proposed two-stagemethodology (composed of
the SOM and AHC) worked reasonably well to characterize
chronic individuals and to distinguish clusters with discrim-
inant characteristics from a clinical viewpoint. It could also
be considered as a chance to conduct research into clinical
data of specific groups of patients and, maybe, find novel
co-factors (diseases or drugs) which could result in a different
evolution of their health status. The characterization carried
out by the profiles and CPRs provided a better understanding
of chronic conditions. Finally, this characterization could
support clinical decisions, impacting on the evolution of the
chronic condition or the health-status. The positive impact
of these decisions on cost reduction and patient’s satisfac-
tion is remarkable both from a clinical and socioeconomic
perspective.
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