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ABSTRACT Identification of essential proteins is important for understanding cell survival and devel-
opment, because even if only one of these proteins is missing, organisms cannot survive or develop.
Since traditional methods for identifying essential proteins based on biological experiments are costly
and inefficient, more and more computational models are proposed for predicting essential proteins in
recent years. In this paper, a novel computational model called BSPM is proposed, in which, an original
PPI network will be built based on known protein-protein associations first, and then topology information of
the original PPI network will be adopted to measure the similarities between proteins based on the SimRank
algorithm. Thereafter, a weighted PPI network can be obtained based on the similarities between proteins
and the original PPI network. Finally, based on the weighted PPI network, the PageRank algorithm will be
used to infer potential essential proteins. Moreover, in order to evaluate the performance of BSPM, we have
compared the performance of BSPM with 14 classical prediction models in the field based on two different
databases, and experimental results show that BSPM can achieve prediction accuracies of 92%, 81% and
76% out of the top 100, 200 and 300 candidate proteins separately, which not only are significantly better
than those 14 competitive classical prediction models, but also means that BSPM can be used as an effective
model for identifying essential proteins in the future.

INDEX TERMS Essential protein, PPI, SimRank algorithm, PageRank algorithm.

I. INTRODUCTION
More and more evidences show that proteins are involved in
almost all life activities, but different proteins have different
functions and importance in life activities. As an important
proteome, essential proteins play a vital role in the devel-
opment and survival of organisms. In theory, identification
of essential proteins can not only provide insights into the
minimum requirements for cell survival and development,
but also play important roles in the emerging synthetic biol-
ogy science, which aims to create cells with the smallest
genome [1]. From a practical point of view, essential proteins
have become drug targets for new antibiotics due to their
indispensability for bacterial cell survival [2]. In biology,
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there are many experimental methods that can predict and
discover essential proteins, such as single gene knockout [3],
RNA interference [4] and conditional knockout [5]. However,
these experiments are expensive and inefficient. In addition,
they are limited to a few species. Therefore, high-precision
calculation methods have become a very important choice for
identifying essential proteins.

Existing essential protein predictionmodels can be roughly
divided into two categories. The first model predicts key
proteins based on the topological characteristics of the
PPI network. For example, the centrality-lethality rule pro-
posed by Jeong et al. Including degree centrality (DC) [6],
intermediate degree centrality (BC) [7], proximity centrality
(CC) [8], subgraph centrality (SC) [9], feature vector central-
ity (EC) [10], Information Center (IC) [11]. BC is a global
metric used to calculate the proportion of the shortest path
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through a given node. CC is also a global metric, which
evaluates the closeness of all remaining proteins in the net-
work where a given node interacts with a given protein. The
SC is responsible for the participation of nodes in all
subgraphs of the network. EC simulates a mechanism in
which each node affects all neighbors in the network, and
IC describes how information flows through many differ-
ent paths. These methods rank proteins according to their
central position in the PPI network. Then, use the rank-
ing scores of these proteins to determine whether the pro-
tein is essential. The advantage of these methods is that
they can directly identify essential proteins without hav-
ing to train a classifier based on a known set of essential
proteins.

The second type of model infers key proteins by combining
PPI networks with some biological information, including
subcellular localization, evolutionary conservation, and gene
expression. Yu et al. [12] studied the importance of bottle-
necks in PIN and studied the correlation between PIN and
the nature of genes by constructing the shortest path tree
starting from each node in the network. Wang et al. [13]
proposed a neighborhood-based method NC. This method
identifies essential proteins based on the number of neigh-
bors the protein has and the edge clustering coefficients that
connect the interaction between the protein and its neighbors.
Lei et al. [14] proposed a computational model RSG, which
identifies key proteins based on a novel weighted PPI network
constructed based on information from RNA-Seq, subcellu-
lar localization, and GO annotation data sets. Based on the
assumption that key proteins tend to form dense clusters,
Shabnam and Izudheen [15] constructed a prediction model
by integrating gene expression profiles and domain informa-
tion. Zhao et al. [16] constructed a weighted network based
on gene expression data and topological information of the
weighted network, and designed a calculation method named
POEM based on this network to predict key proteins based on
overlapping modules. In addition, Zhao et al. [17] proposed
a new method called PeC by integrating network topology
and gene expression, which increases the predictability of
essential proteins compared to the concentration measure-
ment based solely on network topology. Wang et al. [18]
developed a computational model that predicts essential pro-
teins based on PPI network topological properties and biolog-
ical information (including subcellular localization data and
orthologous data).

In this paper, a predictive model called BSPM is proposed,
in which, original PPI networks are first constructed based
on known associations between 1855 proteins downloaded
from the Gavin database and known association between
5093 proteins downloaded from the DIP database separately.
And then, the SimRank algorithm is adopted to calculate
similarities between protein nodes in these original PPI net-
works based on the assumption that if two nodes are similar,
then the nodes relating to them shall be similar as well.
Thereafter, based on the newly obtained similarities between
proteins, a weighted PPI network is constructed, in which,

the problem caused by the sparseness of known associations
between proteins can be solved effectively. Finally, based
on the weighted PPI network, the PageRank algorithm is
introduced to infer potential essential proteins through iter-
ative propagation. In addition, in order to evaluate the per-
formance of BSPM, based on the Gavin database and the
DIP database, we have compared BSPM with 14 classical
methods, including DC [6], BC [7], CC [8], SC [9], EC [10],
IC [11], POEM [16], RWHN [17], NC [18], PEC [19],
CoEWC [20], ION [21], LAC [22] and NPRI [23] respec-
tively, and experimental results show that BSPM can achieve
prediction accuracy of 92%, 81% and 76% in the top 100,
top 200 and top 300 candidate essential proteins separately,
which are roughly better than all those 14 competitive state-
of-the-art models. Moreover, the simulation results of param-
eter analysis based on the Gavin dataset show that the model
performance of BSPM is less affected by the parameter val-
ues, which indicates that BSPM has good stability. Hence, it
is reasonable to draw a conclusion that BSPM can be used
as an effective mean for identifying essential proteins in the
future.

II. METHOD
A. CONSTRUCTION OF ORIGINAL PPI NETWORKS
In this section, we downloaded a dataset of known protein-
protein associations from the Gavin et al. [25] database
first. After screening, we finally obtained 7,669 known
protein-protein associations between 617 essential pro-
teins and 1855 proteins. Next, we downloaded another
dataset of known protein-protein associations from the
DIP [26] database as well, and after screening, we finally
obtained 24,743 known protein-protein associations between
1167 essential proteins and 5093 proteins. Thereafter,
we adopted an adjacency matrix A = {aij} to describe the
dataset of known associations between proteins downloaded
from any given database, in which, for any two proteinsPi and
Pj, if there is a known association between them in the newly
downloaded dataset of known associations between proteins,
then there is aij = 1, otherwise there is aij = 0. Moreover, let
Np represent the number of proteins in the newly downloaded
dataset, it is obvious that we can construct a protein-protein
interaction (PPI) network G(V , E) conveniently, where
V =

{
v1, · · · , vNp

}
represents the set of different proteins,

and E ∈ V × V denotes the set of known protein-protein
interactions.

B. SIMILARITIES OF PROTEINS BASED ON COMMON
NEIGHBORS
In G(V , E), ∀p ∈ V , let θ (p) denote the set of neighbor-
ing nodes of p, and d (p) represent the degree of p, then
for any two nodes pi and pj in V , if there are common
neighboring nodes between them, obviously, it is reasonable
to assume that there is potential relationship between them.
Hence, we can define the potential similarity between pi and
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FIGURE 1. The flowchart of BSPM.

pj as follows:

Sim (i, j)

=



1 : If i = j

0 : Else if θ (pi) = ∅orθ
(
pj
)
= ∅

1
d(pi)× d(pj)
Np∑
r=1

(
air × ajr

)
: Otherwise

(1)

C. SIMILARITIES BETWEEN PROTEINS BASED ON THE
SimRank
The similarity between two nodes pi and pj defined by the
SimRank model [27] is based on the recursive idea that
if those nodes neighboring to both pi and pj are similar,
then these two nodes pi and pj can be considered to be
similar to each other as well. Based on such concept of
the SimRank model, it is obvious that for any two nodes
pi and pj in V , if there are no common neighboring nodes
between them, but they are directly connected to a pair of
similar nodes, then we can assume that there is potential
similarity between them as well. Here, the potential sim-
ilarity between these two nodes pi and pj can be defined

as follows:

Sk (i, j)

=



1 : If i = j
0 : Else if θ (pi) = ∅orθ

(
pj
)
= ∅

1
d(pi)× d(pj)
Np∑
m=1

Np∑
n=1

ami × anj

×Sk−1 (m, n) : Otherwise
(2)

Here, S0(i, j) = Sim(i, j) and k is a parameter indicating the
number of iterations. Based on above formula (2), it is easy to
see that we can further integrate the newly obtained similar-
ity matrix S and the previously obtained original adjacency
matrix A in the following way:

Y =
[
S A
AT S

]
(3)

Thereafter, a new integrated matrix Y can be obtained, which
can not only be used for further essential protein prediction,
but also guarantee that BSPM is able to be applied for identi-
fying potential essential proteins without known associations.
Moreover, based on the integrated matrix Y , it is obvious that
a novel weighted PPI network can be constructed easily as
well.
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FIGURE 2. Comparison results obtained based on the Gavin database. (a) The number of essential proteins in the top 1% ranked proteins. (b) The
number of essential proteins in the top 5% ranked proteins. (c) The number of essential proteins in the top 10% ranked proteins. (d) The number of
essential proteins in the top 15% ranked proteins. (e) The number of essential proteins in the top 20% ranked proteins. (f) The number of essential
proteins in the top 25% ranked proteins.

D. CALCULATION OF INITIAL SCORES FOR PROTEINS
In order to assign initial scores for protein nodes in the newly
constructed weighted PPI network, we further downloaded
the orthology information from the InParanoid database [28]
in this section. For each protein node pi ∈ V , let ort(pi)
denote the conservative score downloaded from the InPara-
noid database, then we can define the characteristic value of
its orthogonal information as follows:

proort(pi) =
ort(pi)

maxpj∈V (ort(pj))
(4)

E. CALCULATION OF RANKING SCORES

Based on the PageRank algorithm, in this section, a novel
computational algorithm called BSPM is proposed for pre-
dicting potential essential proteins. The flowchart of BSPM
is shown in the following Figure 1. In BSPM, an original
PPI network is built first based on newly downloaded known
associations between proteins. And then, based on the Sim-
Rank model, the original PPI network will be transformed
to a weighted PPI network. Next, each node in the weighted
PPI network will calculate an initial score value according to
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FIGURE 3. Comparison results obtained based on the DIP database. (a) The number of essential proteins in the top 1% ranked proteins.
(b) The number of essential proteins in the top 5% ranked proteins. (c) The number of essential proteins in the top 10% ranked
proteins. (d) The number of essential proteins in the top 15% ranked proteins. (e) The number of essential proteins in the
top 20% ranked proteins. (f) The number of essential proteins in the top 25% ranked proteins.

above formula (4), based on which, each node will obtain a
final score value iteratively based on the PageRank algorithm
as follows:

Scoret+1 (p) = ϕ ∗ Y ∗ Scoret (p)+ (1− ϕ) ∗ Scoret (p)(5)

Here, ∀p ∈ V , Score0 (p) = proort(pi), and Scoret (p) denotes
score obtained by the node p at its t-th round of iteration.

III. RESULTS AND ANALYSIS
A. COMPARISON WITH COMPETITIVE PREDICTION
METHODS
To evaluate the performance of BSPM, we compared it with
14 competitive prediction methods, such as DC [6], BC [7],
CC [8], SC [9], EC [10], IC [11], POEM [16], RWHN [17],
NC [18], PEC [19], CoEWC [20], ION [21], LAC [22],
NPRI [23] respectively. Here, in POEM, the original
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TABLE 1. Comparison between BSPM and competitive methods based on the top 1% predicted proteins.

TABLE 2. The influence of ϕ on the prediction performance of BSPM based on the Gavin database.

protein interaction group network is divided into many over-
lapping basic modules first, and then essential proteins are
predicted based on these overlapping basic modules. How-
ever, in RWHN, a transition probability matrix is built first,
and then, the PageRank algorithm is adopted to predict the
necessary proteins based on the original PPI network and
known protein-domain associations. Different from these two
kinds of prediction models mentioned above, NC is a new
method for measuring the centrality of important protein
recognition based on edge clustering coefficients, in which,
both the centrality of nodes and their relationship with neigh-
bors are considered. Similar to NC, PEC is also a centrality
based model. However, different from NC, PEC is designed
on the basis of both protein-protein interactions and gene
expression data.

In CoEWC (Co-Expression Weighted by clustering Coef-
ficients), essential proteins are predicted based on the topol-
ogy of PPI networks and co-expression of interacting pro-
teins. ION identifies essential proteins by integrating the
orthology information with the PPI networks. LAC deter-
mines the necessity of a protein by evaluating the relation-
ship between the protein and its neighbors. NPRI recog-
nizes essential proteins based on protein-domain networks
and domain-domain networks and protein-protein association
networks.

During simulation, the performance of each method is
judged based on the number of truly essential proteins
identified by the method. Experiments are executed on the
basis of the Gavin database and the DIP database sepa-
rately, and experimental results are shown in Figure 2 and
Figure 3 respectively. During simulation, proteins are ranked
in descending order based on their ranking scores calculated
byBSPMand 14 competitivemethods respectively. And then,
the top 1%, top 5%, top 10%, top 15%, top 20% and top 25%
ranked proteins will be chosen as candidate essential proteins.

Thereafter, through comparingwith known essential proteins,
the number of true essential proteins detected by each method
will be used as the judgment criteria of prediction ability.
From observing Figure 2 and Figure 3, it is easy to see from
the perspective of the Gavin database that the performance of
BSPM is slightly lower than that of RWHN in the prediction
of the top 1% essential proteins, and slightly lower than that of
NPRI in the prediction of the top 15%, top 20% and top 25%
essential proteins, but is higher than all these 14 competitive
methods in the prediction of the top 5% and top 10% essential
proteins. In addition, it can be seen from the perspective of the
DIP database that the performance of BSPM is only lower
than that of NPRI, RWHN and POEM while comparing with
these 14 state-of-the-art models. Through analysis, the reason
may be that the domain-related information is adopted in
NPRI, RWHN and POEM. In addition, we have compared
the prediction performance of BSPM with these 14 methods
based on the top 1% ranked proteins, and the comparative
results are shown in the Table 1.

B. EFFECTS OF PARAMETER α
In BSPM, we defined a parameter ϕ with a value between
0 and 1, which is used to adjust the proportion allocated
during the iteration. Table 2 shows the prediction results
based on the Gavin database when assigning different values
to ϕ. Obviously, the prediction performance of BSPM varies
with different ϕ values. In general, as the value of ϕ increases,
the prediction performance of BSPM gradually decreases.
It is easy to see that when the value of ϕ is 0.1, BSPM can
achieve the best prediction performance.

IV. CONCLUSION AND DISCUSSION
Essential proteins are important for the survival and devel-
opment of an organism, because even if only one of these
proteins is missing, the organism cannot grow normally.
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Traditional methods of identifying essential proteins through
biological experiments are expensive and inefficient. There-
fore, more and more computational models are proposed for
predicting essential proteins. This paper proposes a prediction
model called BSPM, in which, a protein-protein association
network based on known protein-protein associations is built
first. And then, based on the assumption that if two nodes are
similar to each other, then these nodes related to them will be
similar to each other as well, a SimRank algorithm is adopted
to obtain protein-protein similarity matrix, which can solve
the problem of sparse similarity matrix. Next, a weighted
heterogeneous network is constructed based on the newly
obtained similarity matrix and protein-protein association
network. Finally, the PageRank algorithm is used to infer
potential essential proteins. In addition, in order to evaluate
the performance of BSPM, we have compared its perfor-
mance with 14 classic prediction models based on the Gavin
database and the DIP database separately. And experimental
results show that BSPM can be used as a powerful tool for
predicting essential proteins.

The reason why BSPM achieves better performance is due
to the following points: First, considering the sparse of known
protein-protein association, which leads to the sparseness of
the similarity matrix calculated based on common neighbors,
we use the PageRank algorithm to obtain protein-protein sim-
ilarity matrix through iterative propagation. Second, we use
the orthology information of the InParanoid database as the
initial information of each node. Of course, there are still
some limitations in BSPM that need to be improved in the
future. For example, domain-related information is not used
in the model, which makes the model performance slightly
lower than the recently proposed classic model. Moreover,
the main concept in our method might be used to predict
essential microRNA through using known miRNA-disease
associations [29]–[33] etc.
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