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ABSTRACT The 100% renewable energy targets from the policymakers for the future grids have drawn
a significant amount of interest. The high renewable penetration made future large interconnected grids
(LIGs) more volatile and harder to understand using historical observations. This led to the need to study
future LIGs using a wide range of future-year operating conditions and contingencies. However, existing
planning tools are not sufficient for the dynamic security assessment (DSA) of these future LIGs due to
a lack of detailed modeling capabilities and computational limitations when processing a wide range of
scenarios. This paper addresses these two challenges by proposing; 1) an efficient modeling framework
that can generate large grid’s dynamic data with cascade behaviors for a wide range of scenarios. This
data is generated by respecting the constraints of production cost models and their respective AC power
flow dynamic simulation models at an hourly resolution; 2) an unsupervised machine learning(ML)-based
approach for fast scanning theDSA data. The proposed approach uses feature engineering techniques and fast
Fourier transforms to transform the time series signals into visually distinguishable frequency domain signals
for DSA. The proposed simulation framework is used to generate 1.485 terabytes of dynamic simulation data
for the 2028 WECC system containing 4455 scenarios. The proposed ML framework used the 2028 WECC
system to demonstrate its effectiveness and speed in identifying critical scenarios.

INDEX TERMS Dynamic security assessment, unsupervised learning, feature engineering, large grids.

I. INTRODUCTION
Dynamic security assessment (DSA) is one of the critical
aspects of power system studies that are used to identify crit-
ical contingencies in the grid by analyzing their correspond-
ing dynamic security constraint violations on the grid [1].
For lower computation burden, DSA planning studies for
large interconnected grids (LIGs) are typically conducted
only on a limited number of operating/loading conditions and
well-known critical contingencies. These critical contingen-
cies are selected using historical data, and the transmission
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operator’s experience and judgment [2]. However, there is a
shift in paradigm for DSA of power systems due to increas-
ing penetrations of distributed energy resources (DERs),
demand-side management technologies, home energy man-
agement technologies, and energy storage systems [3]. As a
result, the grids of the future even at the bulk transmission
level are turning out to be more volatile due to 100% renew-
able energy targets passed down by legislature at the state
level [4].

Hence, the DSA of future grids must now consider var-
ious combinations of renewable (wind and solar) genera-
tion mixes that result in volatile operating conditions. This
variable renewable generation mix with high penetrations is
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transforming the future grids, motivating a need to perform
DSA for 1) a wide range of operating conditions considering
variable renewable generation mix, and 2) a wide range of
contingencies beyond the traditional priority list approach.
To incorporate these two new constraints, many industries
around the world focused on the development of scenarios
for the future grids [5], [6]. However, these scenarios cannot
be directly plugged and played in the grid without consid-
ering production cost models (PCMs) [7], [8]. PCMs for
large interconnected grids generate chronological, hourly DC
power flow cases for future scenarios considering economics,
wind, photovoltaic, and load levels. PCMs use lossless, linear,
DC power-flow solutions but DSA requires AC power-flow
(ACPF) convergence for reliability planning studies [7], [8],
[9], [10]. Hence, PCMs alone are not sufficient for reliability
planning studies. Therefore, future grid DSA studies require
PCM-embedded AC power-flow cases for a large number
of scenarios and the existing planning tools are no longer
suitable.

The development of future grid analysis tools is a grow-
ing area of interest for researchers and industries around
the world [11]. Melbourne Energy Institute proposed a plan
in [12] for a future Australian grid relying 100% on renew-
able resources. Reference [13] showed that balancing 100%
renewable resources is possible in Australian National Elec-
tricity Market. The U.S RTO, PJM [14] showed that their grid
can operate up to 99.9% of the time purely on renewable
resources with cost estimates comparable to today’s cost.
However, these studies are based on balancing areas and are
no longer accurate to understand the DSA of the system with
very high DER penetration levels.

To effectively model and better understand the DSA of
future grids, [15] showed on a large Irish power grid that
chronological ‘‘time series scanning’’ is more effective than
past experience-based methods since it can capture the vary-
ing operating conditions and inter-seasonal variations due
to high wind penetrations. However, [15] selected the worst
operating points from many years worth of data to reduce
computational burden and the time-consuming nature of the
time series scanning is not discussed. Reference [16] pro-
posed a particle swarm optimization (PSO) based framework
to address these future grid issues of outdated planning tools
by using PCM embedded power-flow cases, and a machine
learning-based approach [16] demonstrated the results on
a simple IEEE 14-generator test system and addressed the
issue of the local convergence behavior of PSO by increasing
the size of swarm population which further increased the
computational burden. However, it is not trivial to extend
the same strategy from [16] to LIGs with 22,000+ buses as
it further increases the computational burden compared to
that of a simple 14-bus system. Hence, the original problem
of needing a fast scanning framework to perform fast and
efficient modeling-based DSA studies on future large inter-
connected grids (LIGs) remains unsolved. Specifically, this
work addresses the problems associated with the planning
of future LIGs like 1) efficient modeling framework for

DSA studies, 2) time-consuming nature, and 3) big data
issues of time series scanning.After proposing ourmodeling
framework to perform dynamic simulations of future LIGs
in this paper, we also proposed a fast scanning tool (FAST)
to address the time-consuming nature of the problem with
the help of novel feature engineering capabilities of machine
learning (ML) tailored for power system dynamic data. The
main contributions of this paper are as follows:

1) The proposed simulation framework in this paper is
demonstrated to generate terabyte-scale dynamic sim-
ulation data for better planning of future large inter-
connected grids considering a wide range of operating
conditions and contingencies.

2) Proposed FAST methodology is demonstrated on
WECC 22,000+ bus system and compared against the
true critical cases of the system.

3) In this paper, strategically layered feature engineering
techniques transform the raw data’s high-dimensional
time series signals into visually distinguishable signals
from the perspective of total voltage and frequency
limit violations. Hence, we use the K-mean clustering
algorithm because it performs best when the inputs
are visually distinguishable and gives an expected
behavior.

4) In this paper, once the cluster centers are obtained using
the K-means, the design property of feature-engineered
inputs helped to quickly identify the cluster with critical
scenarios. Using this, critical scenarios are identified
accurately and hundreds of times faster than the time
series scanning (brute force) method under a wide
range of operating conditions and contingencies.

The paper is organized as follows. Section II presents the
simulation framework to accurately model the future LIG
simulations. Section III presents the proposed feature engi-
neering approach to handle dynamic simulation’s time series
data. Section IV presents the overall proposed framework.
Section V provides the demonstration of FAST and simula-
tion results on the WECC system. Section VI concludes the
paper and Section VII presents the future scope.

II. FUTURE GRID’S FRAMEWORK FOR DYNAMIC
SIMULATION STUDIES
In this section, we present the framework that is used to
generate the dynamic simulation data for planning future
large interconnected grids (LIGs) under a wide range of
operating conditions and contingencies. This framework
addresses the problems that existing planning tools are
facing to study future LIGs with high DER penetrations.
Specifically, this framework uses various industry-focused
PacificNorthwest National Laboratory’s (PNNL’s) tools [10],
[17], [18] as the foundation and the process is illustrated
in Fig. 1.

As shown in Fig. 1, the proposed framework for future
grid planning studies has five main components. They
are 1) market simulation-production cost models (PCM),
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FIGURE 1. Framework for the planning of future large interconnected grids. .

2) Chronological AC Power Flow Automated Generation
Tool (C-PAGE) [10] to translate data sets from PCMs and
PFMs, 3) Dynamic Contingency Analysis Tool (DCAT) [18]
to assess the impact of extreme contingencies and potential
cascading events, 4) DSA metrics from terabyte-scale data,
and 5) FAST.

A. FUTURE GRIDS PLANNING FRAMEWORK
In this work, we solve the resource adequacy challenge
from an economic perspective by employing the PCM of the
WECC power grid developed for the year 2028 at ‘‘hourly’’
resolution [17], hereafter referred to as 2028 Anchor Data Set
(ADS). 2028 ADS represents the trajectory of recent West-
ern Interconnection planning information, developments, and
policies for the year 2028 [17]. As shown in Fig. 1, the
highlights of this hourly chronological 2028 ADS (PCM)
include the consideration of high DER penetrations for dif-
ferent WECC substations, planned transmission upgrades,
decommission of existing generator units, commissioning
of new generator units, WECC load forecast data for the
year 2028, various types of generation units and their eco-
nomic models of operation.

After PCM, as shown in Fig. 1, we resolve the DCPF
to ACPF conversion challenge by adapting the PNNL’s
C-PAGE tool. C-PAGE automatically converts the WECC’s
PCM (2028ADS) into corresponding convergedACPF cases.
This combination of PCM [17] and C-PAGE [10] provides
hourly ACPF cases of the WECC system for the year 2028.
The availability of the ACPF cases at such a granular level for
large grids of future years enables us to perform realistic and
accurate DSA studies.

After CPAGE, as shown in Fig. 1, we resolve the problem
of capturing cascading behaviors for LIGs like the WECC
system by taking advantage of the PNNL’s DCAT.

B. TERABYTE-SCALE DYNAMIC SIMULATION DATA
FOR DSA
In this subsection, first, we describe the quality of dynamic
simulation data. Second, we discuss the big data issues (time-
consuming) of processing (time series scanning) the dynamic
simulation data for DSA studies.

1) TERABYTE-SCALE DYNAMIC SIMULATION DATASET
Hereafter we use the term ‘‘scenario’’ to define a unique
combination of an operating condition (hour of the year)
and a contingency. For a given scenario, the shape of the
output dynamic data from the DCAT module is given by
(α × N ∗ S), where α represents the dynamic simulation time
steps, S represents the total physical quantities of interest
for DSA (e.g.: S = 2 if voltage and frequency magnitudes
are of interest) and N represents total buses in the system
(N = 22883 for the WECC system). We would like to high-
light that the shape (α × N ∗ S) varies significantly depend-
ing on the values of α, S, and N . For example, α can change
for different scenarios for DCATwhen the cascading analysis
is finished [18]. N can change depending on if only load
buses or a mix of different buses are being considered for
data analysis. For example, in our studies, the size of such
a dynamic simulation dataset for 4455 unique scenarios on
the WECC system resulted in 1.485 Terabytes of information
to process for DSA studies. The proposed framework com-
bining 2028 ADS, PCM, CPAGE, and DCAT enabled the
study of DSA of future large interconnected grids while
the existing planning tools are outdated to capture the
intricacies that the future grids experience. This is our
first contribution.

2) BIG DATA ISSUE OF TIME SERIES SCANNING
To process and visualize such a large volume of data,
a MongoDB-based database management module was devel-
oped at PNNL [19]. However, it is observed that the database
management module is slower to identify and retrieve crit-
ical scenarios based on total voltage and frequency limit
violations. This slow processing time took many hours and
even longer when the new scenario’s dynamic simulation
data was added to the existing scenarios’ dataset. In this
work, we addressed the time-consuming nature of the time
series scanning approach for DSA studies in two steps. First,
we propose a strategically layered set of feature engineer-
ing techniques to analyze terabyte-scale dynamic simula-
tion data and obtain visually distinguishable transformed
signals for K-means (discussed in Section III). Second,
we input these visually distinguishable transformed signals
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(from the perspective of voltage and frequency limit vio-
lations) into a clustering algorithm to obtain a novel and
expected behavior out of the unsupervised ML technique
(discussed in Section IV).

III. FEATURE ENGINEERING FOR DSA OF
TERABYTE-SCALE DYNAMIC SIMULATION DATASETS
In this section, we discuss the challenges encountered during
various stages of developing the proposed ML framework
(FAST) and how we solved these challenges by strategically
layering different feature engineering techniques together.

A. OBJECTIVE OF ML FRAMEWORK (FAST)
Before we discuss the methodology, first we present the
objective of the proposed ML framework. Given different
scenarios (unique combinations of operating conditions and
contingencies), the objective is to identify the scenarios with
the largest total voltage and frequency constraint violations.
The total voltage constraint violations (N (v)Tn ) in a given
scenario (Tn) is given by (1).

N (v)Tn =

∑
i∈N

∑
t∈{1,··· ,αn}

β it ,

where β it =

{
1; if vit > 1.05 p.u. OR if vit < 0.95 p.u.
0; if 0.95 ≤ vit ≤ 1.05,

(1)

N represents the total buses in the system, αn represents the
total dynamic simulation time steps for scenario Tn, vit rep-
resents the voltage magnitude value of bus i at time step t .
A similar definition as equation (1) is used for total frequency
violations with upper and lower thresholds of 60.005 Hz and
59.975 Hz respectively.

B. STAGE 1: DATA STORAGE
The output dynamic simulation data from DCAT (PSLF) in
Fig. 1 is saved into ‘‘channel’’ (.chf) file format. This dynamic
data is converted into parquet format and stored.

C. STAGE 2: OBTAINING REPRESENTATIVE DATA POINT OF
A SCENARIO
In this subsection, we discuss the challenges of directly using
the raw data as input for clustering algorithms and how
these challenges are strategically addressed in the proposed
framework to obtain good representative data points of dif-
ferent scenarios. After resolving the issues of memory and
reading speed in Section III-B, one approach to solving the
objective of this paper is by Obtaining representative data
points corresponding to different scenarios and performing
K-means clustering [20] on these data points.

1) REPRESENTATIVE DATA POINT OF A SCENARIO
For example, in the case of scenario Tk , the shape of out-
put dynamic simulation data for voltage magnitude signal
is given by (αk × N ) and as discussed above, the shape of
its representative data point is given by (αk ∗ N × 1) where

αk represents the dynamic simulation time steps for sce-
nario Tk ; N represents the total buses in the system. How-
ever, we observed several challenges when the time-series
signals are directly used as inputs to the K-means clustering
algorithm. These challenges are discussed and addressed as
follows

2) INTERPOLATION FOR MISSING DATA (ISSUE 2)
The lengths of the ‘‘representative data points’’ of each sce-
nario are observed to be different; making it not possible
to employ K-means clustering on the dataset with multiple
scenarios (from issue 2 in Fig. 2). This is because the out-
put dataset of different scenarios from DCAT has different
lengths of simulation due to missing data and modeling of
CAs as described in Section. II-B. For example, we observed
in a few scenario datasets that some of the data corresponding
to a given dynamic time step is repeated in two consecutive
rows. These duplicates need to be removed and all the sce-
narios’ datasets must be mapped with the same dynamic time
step values.

3) REMEDY
For each scenario, We used linear interpolation to account
for the missing data. It is shown by industry researchers
in [21] that for high-frequency signals, linear interpolation
yields reliable and accurate results. We also observed highly
accurate interpolation results since the power system dynamic
simulation data is very rich (80 samples available for every
second).
Proposition 1: The linear interpolation helps to adjust

missing data in power system dynamic simulations and obtain
equal length time-series signals when dynamic simulation
datasets are not mapped for dynamic time step values.

4) NORMALIZATION AT DIFFERENT kV LEVELS (ISSUE 3)
K-means clustering tries to cluster the different scenarios’
data points (horizontally concatenated time-series signals
of shape (αk ∗ N × 1)) using Euclidean distance. However,
as illustrated in ‘‘issue 3’’ of stage 1 in Fig. 2, the magni-
tudes of time-series signals at different buses are different
depending on the bus kV level. This contributes to biased
weights/importance on certain features of the data points
used for K-means clustering. Furthermore, these unnormal-
ized values also contribute to the dataset being less compact.
This ‘‘compactness issue of clustering’’ is further discussed
separately below.

5) REMEDY
This challenge could be addressed by normalizing the signal
values of buses using their base kV values. Additionally, this
also contributes to a relatively more compact dataset (when
compared to an unnormalized formulation) for K-means
clustering.
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FIGURE 2. Stages 1 and 2 of the FAST for dynamic security assessment of future year large grids.

Proposition 2: Normalization at bus kV levels helps to
remove biased feature importance and improves the compact-
ness of the dataset for K-means clustering

6) COMPACTNESS ISSUE FOR CLUSTERING (ISSUE 4)
In this stage, we detrended (subtracting signals with 1 p.u.
value) the time series signals for two reasons. They are
1) Principal component analysis is used in the later stages
which requires a zero-mean dataset, and 2) detrending also
helps to improve the K-means optimization process. We will
show below how the objective of K-means clustering gets
minimized as the compactness of the dataset is improved [22].

7) RELATION BETWEEN COMPACTNESS AND K-MEANS
The ‘‘issue 4’’ (stage 2) in Fig. 2 illustrates the compact-
ness of a dataset and its visual impact when clustering.
Formally, a dataset with different clusters is compact when
it’s total/expected conditional variance across all the clus-
ters is smaller. The compactness of a dataset is given by
Ep
[
var

[
Z |Z ∈ Op

]]
=

k∑
p=1

var
[
Z |Z ∈ Op

]
· P
(
Z ∈ Op

)
, (2)

where Ep is the expectation across all clusters, var represents
the variance, Z is a random variable that represents the data
points in cluster Op, Op is the pth cluster, p = {1, 2, · · · , k}
and k is the total clusters, and P(·) represents the probability
function. Equation (2) can be further simplified as follows.

∗ =

k∑
p=1

(cp
c

)
· var

[
Z |Z ∈ Op

]
,

where cp = count of data points in Op, c = total data points

=

k∑
p=1

(cp
c

)
· E
[
(Z − µ)2 |Z ∈ Op

]
, (3)(

∵ var [X ] = E
[
(X − E [X ])2

]
= E

[(
X − µp

)2])

=

k∑
p=1

(cp
c

)
·

 1
cp

·

∑
y∈Op

(
y− µp

)2 , y ∈ Z (4)

(∵ E [X ] = average of X)

=
1
c

·

k∑
p=1

∑
y∈Op

(
y− µp

)2
. (K-means objective) (5)

Therefore, from (2) and (5), we can see that minimizing the
compactness of the dataset directly minimizes the K-means
objective function’s value even before the K-means is exe-
cuted. Hence detrending helps to 1) obtain a zero mean
dataset for PCA, and 2) improve the compactness of the
dataset and thereby reduce the K-means objective value for
better convergence.
Proposition 3: Detrending of the time series signals

reduces the magnitude of the variance in the dataset which
makes the dataset more compact and thereby directly mini-
mizes the K-means clustering objective beforehand.

D. STAGE 3: PCA ON VERY LARGE MATRICES
Considering the objective of this paper from Section III-A,
the application of stages 1 and 2 helped to reliably repre-
sent a scenario as a data point (a vector). This helped to
apply K-means clustering on time-series datasets. However,
we observed another challenge below when we input the
representative data points of multiple scenarios as input to
K-means clustering.

1) CURSE OF DIMENSIONALITY
We encountered the issue of longer training periods because
the length of the representative data point is too large
(‘‘issue 6’’ from stage 3 in Fig. 3). For example, in the case
of the WECC system, the typical length of a single data point
representing a scenario is (18306400 × 1). Calculating the
distances between such data points with more than 1 million
features renders the K-means clustering algorithm to have
poor convergence behavior and there is no guarantee of its
performance.
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FIGURE 3. Stages 3, 4, 5, and 6 of the proposed FAST for dynamic security assessment of future large interconnected grids.

2) REMEDY FOR THE CURSE OF DIMENSIONALITY
One way to address the issue of the curse of dimensionality
is by reshaping the dataset into a smaller shape by using
standard principal component analysis (PCA). For exam-
ple, as shown in stage 3 of Fig. 3, using PCA the shape
of all scenarios’ representative data points can be reduced
from {(α1 ∗ N × 1) , (α2 ∗ N × 1) , · · · , (αn ∗ N × 1)} to
{(αPCA ∗ N × 1) , (αPCA ∗ N × 1) , · · · , (αPCA ∗ N × 1)}
where αPCA < {α1, α2, · · · , αn}. The standard approach to
identify the value of αPCA is by performing PCA on the very
huge matrix R(αPCA∗N×n). Unfortunately, applying PCA on
such a matrix takes a lot of time since singular value decom-
position of very large matrices (eg: from the WECC system)
takes more computational power. In this paper, we solved this
issue as follows.

3) COMPUTE γn

Identify the optimal number of principal components (γn ∈

Z+) that can retain 99% of the variance of the original dataset
corresponding to one arbitrary scenario Tn ∈ R(αn∗N×1). For
scenario Tn, its corresponding optimal number of principal
components (γn) is calculated as follows. Let Bn be the
original dataset of scenario Tn, Xn be reduced/projected data
given by Xn = BnV , V be defined as the matrix with
γn eigenvectors as columns i.e., V :=

[
v1, v2, · · · , vγn

]
. r

be the number of samples in the dataset. λr represents the
eigenvalues. The covariance of projected data (CXn) is given
by (6).

CX n =
1
r

·

(
X T

nX n

)
=

1
r

·

(
(BnV)T (BnV)

)
,

H⇒
1
r

·

(
VTBT

nBnV
)

= VT
(
1
r

· BT
nBn

)
V

= VTCBnV
H⇒ VTCBnV =

∑
∀r

λr
∑
γn

(
vr,γn

)2
,

∴ CXn =

∑
∀r

λr
∑
γn

(
vr,γn

)2
. (6)

Therefore, from (6), the optimal number of principal compo-
nents (γn) for scenario Tn can be obtained by maximizing the
variance of the projected dataset (CXn ) which is given by (7).

4) COMPUTE αPCA
Obtain the set of optimal number of principal components
{γ ∗

1 , γ ∗

2 , · · · , γ ∗
n } ∈ Z+ for all scenarios {T1, T2, · · · , Tn}.

Now compute the final number of optimal principal compo-
nents (αPCA) where αPCA = max

(
γ ∗

1 , γ ∗

2 , · · · , γ ∗
n
)
.

max
(
CXn

)
= max

γ ∗
n

(∑
∀r

λr
∑
γn

(
vr,γ∗

n

)2)
. (7)

5) PCA FOR TRAINING PHASE
For each scenario in the dataset, we used αPCA and the indi-
vidual scenario’s eigenvector matrix to perform dimension-
ality reduction. This max function ensures that the variance
across all scenarios’ datasets is within the desired threshold
value while also making sure all the scenarios’ data points
have the same dimensions (αPCA ∗ N × 1) (stage 3 of Fig. 3).
Proposition 4: Performing PCA on say 1252 dynamic sce-

narios’ simulation data is equivalent to performing PCA on
a matrix with dimensions R(αPCA∗N×n) = R(18306400×1252).
In this work, we divided the problem into sub-problems,
solved the sub-problems, and combined it for a final solution.
This solved the large matrix issue and thereby the conver-
gence issue of K-means for the power grid’s time-series
dynamic datasets.
During testing phase, instead of performing PCA sepa-

rately on every scenario in the testing dataset (similar to the
training phase above). we randomly selected an eigenvector
matrix that is calculated during the training phase and used
it to transform the scenarios from the testing dataset. This
helped to improve the speed of the testing phase. Further-
more, if the testing accuracy is worse then we recommend
following a similar approach as that of the training phase
above. However, interestingly, we did not observe any low
accuracy situations in our studies on the WECC system with
this approach.
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E. STAGE 4: FREQUENCY DOMAIN CONVERSION FOR
K-MEANS ON DYNAMIC TIME-SERIES DATA
Even though we addressed the challenges described in earlier
subsections, the K-means algorithm with Euclidean distance
is not equipped to identify critical scenarios defined by volt-
age or frequency limit violations using time series data. This
is because euclidean distance does not compare the shapes of
two time-series signals but only considers their overall mag-
nitudes. Therefore, there is a need to aggregate the constraint
violations (from the time-series domain) using a common
reference point. In this subsection, we propose to solve this
issue (stage 4 in Fig. 3) by using the real discrete Fourier
transform (DFT) method. Specifically, the real DFT method
is first used to convert all PCA-transformed time-series sig-
nals (from stage 3 of Fig. 3) into frequency domain at regular
periods (stage 4 from Fig. 3). Finally, the amplitudes mapped
with different frequencies of the DFT signals are used as
inputs to the K-means clustering. The amplitude represents
the aggregated constraint violation information whereas the
frequency mappings helped to resolve the issue of a common
reference point. The illustration of the output transformed
signal in the frequency domain is presented in Section V.
Real DFT equations are given by

F
i,Tj
real [k] =

2
αPCA

·

αPCA−1∑
n=1

xi,Tj [n] cos
(
2πkn
αPCA

)
,

F
i,Tj
img [k] = −

2
αPCA

·

αPCA−1∑
n=1

xi,Tj [n] sin
(
2πkn
αPCA

)
, (8)

where xi,Tj (xi,Tj ∈ X|, ∀i ∈ [1,N ]) is the time series
signal with reduced dimensions (from PCA) at bus i for
scenario Tj, the time domain index n ∈ [0, αPCA], frequency

domain index k ∈ [0, αPCA/2], F
i,Tj
real and F

i,Tj
img are the real

and imaginary parts of the transformed frequency domain
signal corresponding to the original time domain signal xi,Tj
respectively. The amplitudes (10) of the transformed signals
are used as the input for the K-means clustering algorithm.

∥F i,Tj [k]∥ =

√(
F
i,Tj
real[k]

)2
+

(
F
i,Tj
img [k]

)2
(9)

∀j ∈ [0, n] , ∀i ∈ [1,N ] , ∀k ∈ [0, αPCA/2] (10)

Proposition 5: The discrete Fourier transformation of the
feature-engineered time-series signal when applied like in
this paper could aggregate the constraint violation infor-
mation into the magnitude spectrum of the transformed fre-
quency domain signal.

IV. FAST SCANNING FRAMEWORK
Section III explained how to obtain the input signals for the
K-means clustering algorithm that is meaningful for the DSA
of LIGs. In this section, first, we provide the methodology
used to obtain the optimal cluster number. Second, we present
the K-means clustering algorithm that is used. Third,
we provide the pseudocode for the proposed fast-scanning
framework.

A. OPTIMAL NUMBER OF CLUSTERS FOR K-MEANS
To identify the optimal cluster number, we used the average
Sillhouette score of the entire dataset for different values
of ‘‘K’’ (total clusters) defined in [23]. The range of the
Sillhouette score of a data point is [−1,1]. A value closer
to 1 indicates that the data point is compact within its cluster
and far away from other clusters.

B. K-MEANS CLUSTERING AND CLUSTER WITH CRITICAL
SCENARIOS
Upon identification of the optimal number of clusters ‘‘K’’
using Sillhouette score from [23], the frequency domain sig-
nals from (9) are used as inputs to the K-means clustering
algorithm [20]. In this paper, K-means clusters the scenarios
that are similar into a single cluster and thereby groups the
critical scenarios with a large number of constraint violations
into one cluster.

Once the K-means algorithm converges, it returns dif-
ferent clusters by grouping scenarios (their data points)
with similar constraint limit violations into the same
cluster. However, the original objective to identify the
critical scenarios can be addressed by identifying the clus-
ter containing these critical scenarios. We found a solu-
tion based on observation. It is to compare the L2 norm
values of centers of the K-means clusters and the cluster
center with the smallest L2 norm value belonging to the
critical cluster. This is further illustrated with results in
Section V.
Proposition 6: The real discrete Fourier transform step

and its magnitude spectrum (amplitude) capture the violation
information. This is further illustrated in Section V-B.

C. PROPOSED FAST SCANNING FRAMEWORK (FAST)
The complete framework for the proposed fast scanning is
presented in Algorithm 1 highlighting its different stages and
functionality as described in Section III and Section IV.

V. SIMULATION RESULTS
In this section, the proposed fast scanning ML framework
(FAST) is used to demonstrate its novel ML design, perfor-
mance, and speed for conducting dynamic security assess-
ment (DSA) studies on the 2028 representation of the WECC
system. This section is divided into the following subsec-
tions. First, we present the information related to the gen-
eration and quality of the terabyte-scale dataset to conduct
the DSA of the 2028 WECC system. Second, we present
the modified time-series signals that are output from vari-
ous feature engineering stages proposed in this paper and
how we obtain the ‘‘visually distinguishable signals’’ for
final K-means clustering. Third, we evaluate the proposed
method using a dataset with a wide range of contingencies.
Finally, we also evaluate the proposed FAST using a dataset
containing a wide range of contingencies and operating
conditions.
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Algorithm 1 Fast Scanning Framework
Input : Threshold for explained variance in PCA. Dynamic simulation datasets of ‘‘n’’ different scenarios (Tj∀j ∈ [1, n])
= DTj ∈ RN×αj . Where N is the total buses in the system, and αj is the total time steps of dynamic simulation for scenario

Tj. For a given scenario Tj, dataset DTj = ∀i∀tX j
i,t = ∀i∀tX j

i (t) where i ∈ {1, 2, · · · ,N }, t ∈ {1, 2, · · · , αj}, and X j
i,t is a

time series signal at bus i for scenario Tj.
Output: Critical scenarios with largest number of voltage or frequency limit violations.
Feature engineering:

1: for j = {1, 2, · · · , n} do ▷ For each scenario
2: for i = {1, 2, · · · ,N } do ▷ For each bus.
3: Stage 1:= Convert storage of X j

i (t)∀t ∈ [1, αj] from row to columnar; ▷ Low RAM and improved speed.
4: Stage 2a:= Linear interpolation; ▷ Make datasets symmetrical and improve overall time taken for DSA.
5: Stage 2b:= Normalization based on bus kV level; ▷ Remove bias on features of X j

i (t)∀t ∈ [1, αj].
6: Stage 2c:= Detrend the time series signal; ▷ Reduce magnitude of variance in dataset.

▷ Stages 2a,b,c: characterize limit violation information in the time series signals X j
i (t)∀t ∈ [1, αj].

7: end for
8: Stage 3a:= Using (7), compute γj for DTj ; ▷ γj = principal components (PCs) required for 99% explained variance.
9: end for

10: Stage 3b:= Compute αPCA = max
(
γ1, γ2, · · · , γj

)
; ▷ PCs required for 99% variance retention on DTj∀j ∈ [1, n].

11: Stage 3c:= Using αPCA, project dataset from DTj to SDTj∀j = [1, n]; ▷ SDTj ∈ R(N×αPCA).

12: Stage 3d:= Flatten the projected dataset SDTj to SDflat
Tj ∀j ∈ [1, n]; ▷ SD

flat
Tj ∈ R(N∗αPCA×1).

▷ Stages3a,b,c,d: Convert several datasets with different shapes into same shape. Retain variance of datasets.
Formulate vector representations of scenarios i.e., data points for K-means clustering.

13: Stage 4:= Convert data points in time domain (SD
flat
Tj ) to frequency domain (∥F i,Tj [k]∥∀i ∈ [1,N ] , ∀k ∈ [0, αPCA/2]);

▷ Aggregate limit violation information into visually distinguishable signals using real DFT.
Clustering:

14: Stage 5: Using Silhouette score and all scenarios’ data points (∥F i,Tj [k]∥), compute the optimal cluster number;
15: Stage 6: Perform K-means clustering;
16: Stage 7: Identify the critical cluster (i.e., cluster containing critical scenarios) by comparing the L2 norm of all cluster

centers and selecting the smallest valued one;
17: return Critical cluster number and critical scenarios in it;

A. TERABYTE-SCALE POWER SYSTEM DATASET FOR DSA
OF FUTURE LARGE INTERCONNECTED GRIDS
Data Generation: The case studies in this paper are demon-
strated on the 2028 representation of the WECC 22,883 bus
system. The data required for the DSA of the 2028 WECC
system is generated by using the modeling framework pre-
sented in Fig. 1. As described in Sections II-A, an hourly
chronological model (with unit commitment, economics,
and planned topology updates) of the 2028 WECC system
is developed using PCM, this PCM information is con-
verted into converged AC power flow (ACPF) cases using
C-PAGE [10], and finally, these ACPF cases are used in
conjunction with DCAT [18] to perform dynamic sim-
ulations that capture cascading behavior. Data Infor-
mation: The WECC studies in this paper includes
4,455 unique scenarios containing a wide range of operating
conditions (for the year 2028) and a wide range of con-
tingencies. These 4,455 scenarios are presented in Tab. 1
and the second column in this table identifies whether the
dataset contains varying operating conditions (datasets 1-7)
or varying contingencies (dataset 8). The third column in
Tab. 1 provides the size of the different datasets which sums to

1.484 Terabytes. The operating conditions are of hourly reso-
lution corresponding to the 2028 representation of the WECC
system. The operating conditions have renewable (wind and
solar) generation as high as 50% of the total generation in
the system. Individually, the solar and wind penetrations were
as high as 38% and 18% respectively. The (mean, standard
deviation) of solar and wind generation during the year
2028 are (12934 MW, 15145 MW) and (7618 MW, 3009 MW)
respectively. In this paper, to demonstrate the performance
and speed characteristics of the proposed FAST framework,
datasets 1, 2, and 8 are selected. As shown in Tab. 2, dataset 8
is used for case study 1 (wide range of contingencies),
and datasets 1,2,8 (wide range of operating conditions and
contingencies) are used for case study 2. This validation of
the proposed ML framework on the WECC system is our
second contribution.

B. VARIOUS STAGES IN PROPOSED METHOD
In this subsection, we use the case study data from Tab. 2 and
present how the dynamic time-series signals are transformed
using the proposed strategically layered feature engineering
framework. For illustration in this subsection, we select case
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study 1 (dataset 8) with varying contingencies from Tab. 1.
The objective is to identify the critical scenarios (from the
213 scenarios) that have the largest number of voltage vio-
lations (as defined in equation (1)) at different kV levels of
the system. In this subsection, we present the results for the
time series bus signals (voltage magnitude) whose nominal
voltages are between 115 kV and 230 kV.

TABLE 1. Dataset information for DSA of 2028 WECC system. The total
size of the dataset with the wide range of operating conditions
(datasets 1-7) is 1.36 TB and the wide range of contingencies
(dataset 8) is 124 GB.

1) STAGE 1: STORAGE CONVERSION
As described in Section III-B, the issue of large RAM and
slow reading speeds of the dataset is addressed by converting
the storage format from row to columnar. Tab. 2 presents
the reduction in datasets’ sizes due to this operation and we
observed that the reading speeds of the dataset have signifi-
cantly improved.

TABLE 2. Case studies used for evaluating FAST framework and stage 1’s
impact on size (from Algorithm 1).

2) STAGE 2: INTERPOLATE, NORMALIZE, AND DETREND
Once the dataset is loaded into the compiler, as described in
Section III-C, we performed stage 2 steps presented in Algo-
rithm 1 for better clustering results that solve the objective of
the problem. In the interest of space, these results are omitted
in the initial submission.

3) STAGE 3: PRINCIPAL COMPONENT ANALYSIS
After stage 2, as described in Section III-D, the optimal
number of principal components (PCs) required to retain 99%
of the explained variance is computed using (7). The proposed
methodology from stage 3c in Algorithm 1 is used to project
the dataset into lower dimensions. This methodology helped
to reduce the length of the time series signals significantly
which allowed for practical implementation of K-means

clustering and achieving convergence in the later stages of
the FAST.

4) STAGE 4: DISCRETE FOURIER TRANSFORM AND
FLATTENING
After stage 3, due to the problems highlighted in
Section III-E, the low dimensional time domain datasets are
transformed into low dimensional frequency domain datasets.
The key advantages of this transformation are 1) aggregate the
constraint violation information via the magnitude (ampli-
tude) spectrum of DFT, and 2) obtain a common reference
point at regular periods.

After frequency domain conversion, using the approach
described in Section. III-C, a representative data point for
each scenario is obtained by horizontally concatenating (flat-
tening) all the frequency domain bus signals into a vector.
Fig. 4 presents the transformed signals after application of
DFT (8), magnitude spectrum (9), and flattening steps. From
Fig. 4, it can be observed that the smaller L2 norm-valued
data points contain more voltage limit violations. This visual
difference between the representative data points (from
voltage/frequency limit violations perspective) of the sce-
narios helped to identify critical scenarios using cluster-
ing. This is our third contribution. Section V-C further
discusses how these magnitudes spikes in Fig. 4 contribute
to the identification of the cluster with critical scenarios.

FIGURE 4. Visually distinguishable signals for different scenarios in the
frequency domain.

5) STAGE 5: OPTIMAL CLUSTER NUMBER IDENTIFICATION
After stage 4, we obtain the data points (vectors) representing
different scenarios that can be used as inputs to the K-means
clustering algorithm. As discussed in Section IV-A, we used
Silhouette score [23] to identify the optimal cluster number.

Using the representative scenarios’ data points from stage 4
and the optimal clustering number from stage 5, we can
implement the K-means clustering algorithm on case study
1’s dataset to identify the critical scenarios with more total
voltage limit violations. This is presented in Section V-C.

C. CLUSTER ANALYSIS
This subsection presents the K-means clustering results for
case study 1 (wide range of contingencies) which aims to
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identify the critical scenarios based on total voltage and
frequency limit violations. First, we present the ground truth
(brute force) results for the ranking of critical scenarios
based on the total maximum voltage limit violations. Second,
we present the results of identified critical scenarios.

FIGURE 5. Time series scanning results: rank of the scenarios based on
total violation counts versus their total violations.

1) CRITICAL SCENARIOS USING TIME SERIES SCANNING
The ground truth about the critical scenario is computed using
the time series scanning (brute force) approach described
in (1). From Fig. 5, the x-axis indicates the ranking of
different scenarios (data points) and the y-axis represents
their respective total violation counts. The scenarios’ data
points whose x-coordinate is close to zero are more critical
when compared to other scenarios’ data points with larger x-
coordinate values.

2) CLUSTER ANALYSIS: CRITICAL SCENARIOS USING FAST
Here, first, we will present the proposed FAST results
and compare them with the time series scanning approach.
Second, we provide our explanation of how the FAST frame-
work makes the input scenario data points visually distin-
guishable for optimal usage of K-means clustering. Third,
we will discuss the identification of the critical cluster using
the approach described in Section IV-B. Fourth, we present
the efficacy of the proposed fast scanning method. Finally,
we also compare the computational time taken for proposed
and time series scanning methods.

1) Cluster results of FAST: Fig. 6 presents the K-means
clustering results on dataset 8 with 213 scenarios. It can be
observed from Fig. 6 that all the top critical scenarios are
grouped into one cluster (cluster ID = 1).

2) Assigned clusters to data points (scenarios): Due to
the proposed strategically layered feature engineering tech-
niques, there is good explainable reasoning behind this clus-
tering behavior. To illustrate this behavior, we present Fig. 7
which shows all the data points that are input to the K-means
clustering algorithm during the training phase. Fig. 7 clearly
shows a visual distinction (magnitude-wise) between differ-
ent scenario data points of different clusters. This is a char-
acteristic that aggregates the violation information as shown
in Fig. 4.

FIGURE 6. FAST results: clustering results for identification of critical
scenarios. It can be observed that the top critical scenarios are grouped
into one cluster (cluster ID = 1).

FIGURE 7. All scenarios’ data points color-coded with their assigned
cluster label. All clusters’ data points are visually distinguishable and
follow the trend explained in Fig. 4.

3) Identification of critical cluster We validated the pro-
posed ML approach by using the time series scanning rank-
ing (comparing Fig. 5 and Fig. 6). We identified that clus-
ter 1 contains the critical scenarios. However, when the brute
force (time series scanning ranking) results are not available
then we do not know which cluster among the 3 clusters
has the critical scenarios information. We solve this by using
the methodology described in Section IV-B, Fig. 8 presents
the centers of different clusters. It can be observed from
Fig. 8 that the L2 norm values of cluster centers as follows:
L2(O1) < L2(O2) < L2(O3). The Center of cluster 1 has the
smallest L2 norm value. We also observed from Fig. 4 that
the smaller L2 norm-valued data points contain more limit
violations. Following the above observation, Fig. 7 shows all
the data points from the training dataset and the data points
with the most limit violation counts having smaller L2 norm
values and being grouped into cluster 1. Therefore, cluster 1
is the cluster containing the most critical scenarios, this is
also verified by manual comparison with brute force results.
Thus, the L2 norm values of the cluster centers can help to
identify the cluster with critical scenarios without needing
any knowledge of the ground truth of the dataset.

D. PERFORMANCE AND SPEED FOR STUDIES 1 AND 2
In this subsection, we compare the performance and speed
of the proposed framework and time series scanning (brute
force) methods. The training testing datasets are split using
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TABLE 3. Case studies 1 and 2: training and testing accuracy of the critical cluster for voltage and frequency limit violations criteria. The accuracy is the
percentage of predicted critical scenarios that match with the top 40 critical scenarios.

the 70-30 rule. The datasets of case studies 1 and 2 have
213 and 1252 scenarios/samples respectively. To evaluate the
performance of the proposed method, we calculated cluster
accuracy. The cluster accuracy is defined as the ratio between
the number of scenarios from identified critical clusters that
belong to the top 40 actual critical scenarios and 40. This
means that an incorrect classification of one critical scenario
from the top 40 critical scenarios introduces an error of 2.5%
(1/40 * 100).

1) PERFORMANCE RESULTS
Case study 1: case study 1 includes the dataset with scenar-
ios containing a wide range of contingencies. The original
dataset (ID = 8) is separated into 5 sub-datasets by select-
ing the bus signals whose nominal kV matched the defined
five kV levels i.e., 0-110kV, 115 kV, 115-230kV, 230-345kV,
345-500kV. This kV level aggregation helped to identify the
critical scenarios for each kV level separately. Case study 2:
case study 2 includes the dataset with scenarios containing a
wide range of contingencies and operating conditions. Sim-
ilar to case study 1 above, the original dataset (ID=1&2) is
also separated into five datasets.

Tab. 3 presents the cluster accuracy of the identified critical
cluster for different constraint violation criteria at different
kV levels. From Tab. 3, the 100% cluster accuracy in case
study 2 indicates that the proposed method can predict all the
top 40 actual critical scenarios correctly (group them inside
the critical cluster) in both training and testing datasets at
different kV levels (this is our fourth contribution). It can also
be observed that the performance in case study 2 is better
than that of case study 1 for both voltage and frequency limit
violation criteria. This is because, at certain kV levels, the
corresponding time-series bus signals for the majority of the
213 scenarios have zero total violations which created a class
imbalance in the training and testing datasets. Since there
were not many scenarios/samples with non-zero violations,
the accuracy calculation is heavily impacted by even a single
incorrect prediction. Specifically, if there are only 10 data
samples/scenarios with constraint violations then missing to
identify one scenario results in a 10% error. For example,
in Tab. 3, in case of voltage limit violation criteria and
case study ID = 1 shows this phenomenon for the two kV
levels 230-345 kV, and 345-500kV (data with superscript1).
A similar observation is made for the frequency limit viola-
tion criteria (case study 1) at the 115-230 kV level. The above

FIGURE 8. Centers of different clusters.

FIGURE 9. Time taken for time series scanning, and proposed method’s
training/testing for freq. limit violation criteria.

reason did not impact case study 2’s result because it does
not have a class imbalance issue like case study 1. This is
because case study 2’s dataset has 1252 scenarios whereas
case study 1’s dataset has only 213 scenarios.

2) SPEED RESULTS
Here, we present the time taken for the proposed method
and the brute force approach (time series scanning) for the
case of frequency limit violation criteria and case study 2.
Similar times were observed for other simulations as well.
The simulations are performed on a windows server machine
with an Intel Xeon processor (24 cores) running at 2.4 GHz
using 200 GB RAM. Fig. 9 shows the total time taken for
the training and testing of the proposed method, and the brute
force time series scanning method. It can be observed that the
proposedmethod helps quickly scan through large volumes of
power system dynamic data to identify the critical scenarios
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based on voltage and frequency limit violation criteria. The
advantage in speed from Fig. 9 and accuracy from Tab. 3
are our fourth contribution.

VI. CONCLUSION
This paper proposes a simulation framework for accurate
planning (dynamic) studies of future large interconnected
grids with high renewable penetrations where the existing
planning tools are no longer sufficient. The proposed simu-
lation framework performs dynamic simulation studies con-
sidering production cost models, AC power flow, and cas-
cading behavior of the 2028 WECC system. This simula-
tion framework is used to generate Terabyte-scale time-series
power system dynamic simulation datasets. A new machine
learning-basedmethodology (FAST) is proposed in this paper
to perform a fast dynamic security assessment by identifying
the critical scenarios based on total voltage and frequency
limit violations. The proposed FAST methodology not only
has great performance and speed advantages when compared
to the traditional time series scanning approach but also has
explainable characteristics behind its behavior. This paper
uses the FAST framework to quickly identify the critical
scenarios in the 2028WECC system considering awide range
of operating conditions and contingencies.

VII. FUTURE WORK
The future scope of this work involves extending the pro-
posed methodology to identify critical scenarios based on the
rate of change of frequency, thermal line limits, and voltage
recovery. The current methodology will be further improved
to handle the exception case i.e. when the dataset has some
scenarios with only maximum limit type violations and other
scenarios that contain only minimum limit type violations.
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