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Abstract

In  this  demonstration,  a  collaborative  personalized  
affective video retrieval is introduced. A dataset of 155  
video  clips  extracted  from  Hollywood  movies  were  
annotated  by  the  emotion  felt  by  participants.  More  
than  1300  annotations  from  40  participants  were  
gathered in a database to be used for affective retrieval  
system. The retrieval system is able to retrieve videos  
based on emotional keyword query as well as arousal  
and valence query. The user’s personal profile (gender,  
age, cultural background) was employed to improve the  
collaborative filtering in retrieval.

1. Introduction
Multimedia  information  retrieval  is  attracting 

significant  interest  due  to  the  exponential  growth  of 
digital multimedia content. For example the open access 
online video database, YouTube, had a watching rate of 
more than 100 millions videos per day in 2006 [1].

In this paper we use a valence-arousal and label based 
approach  for  affect  representation  and  annotation. 
Russell [2] proposed this 3D continuous space called the 
valence-arousal-dominance space which was based on a 
self-representation of emotions from multiple subjects. 
In  this  demonstration  only  arousal  and  valence 
dimensions were used. Hanjalic et al. [3] introduced the 
idea  of  “personalized  content  delivery”  as  a  valuable 
tool in affective indexing and retrieval systems and used 
arousal and valence for video affective representation.

Collaborative  filtering has  been  used extensively in 
recommendation  systems  [4].  In  recommendation 
systems, the rating of a product is estimated based on 
the  ratings  of  other  users.  Most  of  the  collaborating 
filtering  systems  use  K-nearest  neighbor  (KNN) 
classifier to choose and rank the similar products. 

In this system, we used a weighted KNN to find the 
closest clips to an affective query. During the retrieval 
process, the user first registers him- or herself by giving 
his information to make a new profile.  Then the user 
will be able to give a query both by emotional keywords 
and arousal and valence. The arousal and valence query 
is manipulated by clicking on a valence-arousal plane to 
indicate the arousal and valence values.

1.1. Technical requirements

This demonstration is web-based and it only needs a 
broadband internet  connection.  In  the case  of  internet 
connectivity  absence,  it  is  also  possible  to  create  an 
offline, stand alone system. The demo is accessible via 
the following URL:

http://cvml.unige.ch/videoAnnotation/private/retrieve.php

2. Methods

2.1. Assessments

A web based annotation system has been launched to 
assess participants’ felt emotion. In this system, a user 
signs up giving his/her  personal information including 
gender, age, and email address. The system also asked 
optional  information  like,  cultural  background  and 
origin which will help the system to form a profile of 
the user. 

Figure 1 shows a snapshot of the assessment interface 
where a video clip is being shown. After watching each 
video clip, the participant expressed his/her felt emotion 
using arousal and valence, quantized in nine levels. The 
participants also chose the emotional label manifesting 
his/her  felt  emotion.  The  emotion  labels  are  afraid, 
amused,  anxious,  disgusted,  joyful,  neutral,  and  sad. 
These  labels  have  been  chosen  based  on  the  labels 
assessed  in  our  pilot  experiments.  During  our  pilot 
experiments we asked 10 participants to freely express 
their  emotions,  elicited  by  movie  scenes  with  words. 
These  emotional  keywords  were  the  ones  which 
appeared  more  frequently  [5].  Note  that  they roughly 
correspond to the six basic "Ekman's emotions" [6].

Figure 1. A snapshot of the affective annotation platform.
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2.2. Dataset

The  dataset  is  extracted  from  16  full  length 
Hollywood  movies  (mostly  popular  movies).  The 
majority  of  movies  were  selected  either  because  they 
were used in similar studies (e.g.  [7]), or because they 
were recent and popular. 155 short clips which are about 
one to two minutes long were chosen from these movies 
to form the dataset. The choice has been made by the 
authors  manually  from  the  emotional  scenes  of  the 
movies. 

Figure 2. A snapshot of the affective retrieval platform.

2.3. Retrieval process

2.3.1 Query by emotion label
The implemented retrieval system is able to retrieve 
video clips in response to a query by label,  tq,  (see 
Figure  2).  The  label  or  emotional  keyword  can  be 
selected  from the list  of  seven  emotions which  has 
been  used  for  tagging.  For  each  of  n users  who 
annotated this clip, the tag from similar users will be 
more valuable in this process. The tags, ti, which were 
selected  by  the  same  gender/age  and  social 
background  group,  Gj,  will  count  twice  and  the 
number of the rest of tags will remain the same. After 
computing the query tag score of each clip, the clips 
are sorted based on each clip’s score, sj. 
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2.3.2 Query by arousal and valence 
The second option to query this system is by arousal 

and  valence.  This  has  been  done  by  means  of  an 
interface which receives arousal and valence by clicking 
on a two dimensional valence-arousal plane. The system 
records  the  coordinates  and  ranks  the  clips  by  their 
arousal  and valence using the Euclidean distance. The 
video clips arousal and valence (aj, vj of j-th clip) were 
computed based on the user’s profile and participants’ 
evaluations  (see  equations  (2)  and  (3)).  Again,  the 

samples from similar profiles were considered twice and 
the median of arousal and valence for video clips were 
computed. Finally using a K nearest neighbor approach 
the system retrieves and ranks results.

  , 1..i
j ja median a i n  (2)

  , 1..i
j jv median v i n  (3)

3. Summary
A collaborative  affective  video  retrieval  system has 

been  introduced.  The ability of  the user  profiling  and 
using  the  tags  from  the  users  with  similar  taste  is 
considered to improve the retrieval results. 
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Table1. List of the movies in the dataset.
Drama Movies Comedy Movies
The pianist, Hotel Rwanda, 
Apocalypse now, American 
history X, Hannibal

Man on the moon, Mr. Bean’s 
holiday, Love actually

Horror Movies Action Movies
Silent hill, 28 days later, The 
shining

Kill Bill Vol. 1, Kill Bill Vol. 2, 
Platoon, The thin red line, Gangs of 
New York
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