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Abstract—The art of understating emotions across different
cultures is a subjective experience; however, what cross-cuts
the cultural expression is our human neuro-physiological ability
to communicate our feelings via facial expressions. Combined
with AI know-how, such capacity provides us with unique
opportunities to trace the artists’ intentions to communicate
particular emotions to the viewer, from those in the deep past
c. 25,000 years ago to the contemporary sculpture. Here, we
present a computational approach to analyzing facial expressions
depicted in artwork of numerous regions, specifically sculptures.
We collected a large dataset of sculptures’ faces from online
collections of various museums and used the existing methods to
assign labels to each image. Each instance may have more than
one label predicted by different methods, so we treated facial
expression recognition as a multi-label classification problem.
We designed deep learning-based frameworks using different
backbones to categorize facial expressions in sculptures. We also
implemented GradCAM to visualize the attributes in each image
contributing the most to the predicted labels.

Index Terms—computational art, facial expressions, deep
learning, sculptures, buddhas, multi-label classification

I. INTRODUCTION

Artificial Intelligence (AI) has had a substantial impact on
many domains of research, and art is no exception [1]. Al
technologies in the context of art can be categorized into two
contexts. (i) Analysis of the art (ii) Generating novel artwork.
The Al technologies which boosted applications related to “Al
and art” include convolutional neural network (CNN) [2] to
anatomize the art, and generative adversarial networks (GANs)
[3]] to develop novel artwork. The proposed study is focused on
the former research theme to unravel some artistic mysteries.
Creating and analyzing art is mainly considered only a human
activity only; however, the current revolution of digitization
and Al have strengthen their roots in the artwork. The digital
repositories enable us to view and explore art collections
worldwide. In recent years, because of COVID-19 restrictions,
it has been impossible to visit each museum physically,
and digital data practices in museums and art galleries have
become more relevant. To avoid this sudden rupture of closing
the museums for visitors, many museums around the world
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have published online versions of their collections [4]. It also
made it possible for the computational methods to analyze
these collections more precisely [5] and applications of deep
learning-based methods which require a large number of
images for training. A more comprehensive overview of "how
Al and Art are related?’ is presented in many recent review
articles including, [6], [7], [8], [9] and [10].

Facial expression recognition (FER) has been a widely
explored topic in the fields of pattern recognition and computer
vision [[11]. However, these techniques are rarely used to eval-
uate their applications in human-made faces to classify facial
expressions expressed by artefacts. This research addresses
this exciting topic of recognizing emotions in visual arts,
particularly in the sculpture faces. The main contributions of
this work can be stated as follows:

« We utilized deep learning-based methods to analyze facial
expressions in sculpture faces.

e We collected images from different museums worldwide
and introduced a publicly available automatically labelled
dataset for the research community.

o The existing FER methods, pre-trained on human facial
expressions, are used to generate soft and multi-label classes
for the collected dataset.

o We designed deep convolutional neural network (DCNN)
based models, using different strategies to classify the
sculpture’s expressions into multiple classes.

« We also generated coarse localization maps to visualize the
important image regions that contributed to the predictions.

II. RELATED WORK

The use of machine learning-based methods in the arts
enables us to look into the past to investigate, interpret,
preserve or manage the ancient cultures and their values. One
of the recent works, introduced by Cowen et al. [12] used a
traditional machine learning-based method known as Principal
Component Analysis (PCA) to investigate universal facial ex-
pressions from the art of the ancient Americas. In a specific so-
cial context, the authors classified five facial expressions from
63 sculptures (pain, strain, anger, elation, and sadness). A more
recent study “unpublished” [13] on the facial expressions of
Terracotta Warriors is proposed by Tian et al. GANs [3]] based



approach is used to generate synthetic images, and the ResNet-
18 [[14] backbone network classifies the facial expressions into
one of the seven emotions categories. Some Al technologies
study the visual content of artworks; for example, Alameda-
Pineda et al. [[15] predicted the emotional content triggered
by the abstract paintings of MART dataset [16]], labelled
as either the painting evokes positive emotional response
or negative. Milani and Fraternali [17] introduced paintings
dataset for iconography classification, and a ResNet-50 [14]]
based backbone classifies the artwork based on iconographic
elements depicted from the painting. Other more related stud-
ies which address recognition of emotion from images include
[18], [19], and [20]. A huge body of AI work is devoted
to generating synthetic artwork through statistical modelling
within the computational creativity literature. Wombo, an Al
startup based in Canada, introduced a mobile app called Dream
[21] to convert the text prompt or a pre-defined art style into
Al-powered painting. VQGAN-CLIP [22] is another neural
network architecture which uses CLIP [23]] and VQGAN [24]
to generate higher visual quality novel images. It prompts the
user to enter text, and then VQGAN generates the images
while CLIP assesses the quality of images corresponding to the
inputted text. Elgammal et al. “unpublished” [25] introduced
AICAN, which is built over GAN. The authors argue that the
generation of images by simulating over a given distribution
will look like existing art. To generate novel images, they
propose to maximize the deviation from existing styles while
staying within the art distribution. A detailed overview of
recently created artworks using Al are discussed by [26],
[27], [28]], and [29]. FER algorithms for human faces are
designed for security, surveillance, social media platforms,
and recommendation systems. These FER systems analyze the
contraction and relaxation of facial muscles known as Action
units (AUs), using which we can describe different facial
expressions. Many recent approaches [|30] [31]] are using deep
learning-based models to learn these facial features. To further
enrich the facial expressions analysis, valence-arousal models
[32] are proposed, which use the two-dimensional affective
space. Valence indicates positive or negative emotion (from
pleasant to unpleasant), while arousal refers to its intensity.
Face landmarks detection is another popular task in FER,
for which all the key points of a human face are tracked
and detected, and then using these points as feature vectors,
facial expressions are predicted [33]. The overall task of
FER is divided into three subproblems: (i) Finding the face,
(ii) Extracting the facial features, and (iii) Classifying these
features into facial-expression-interpretative. A more detailed
overview of these FER systems is presented in [34] [35]], and
[36].

III. METHODOLOGY

In the proposed research, we have used a multi-label clas-
sification approach to address the facial expression recogni-
tion in sculpture’s faces. As the deep learning-based models
require millions of training images, and to the best of our
knowledge, there is currently no publicly available dataset
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Fig. 1. Generating labels for multi-label facial expressions classification.

for sculpture’s expressions classification. So, we relied on the
existing deep learning methods designed to classify human
facial expressions for labelling. We used several existing
methods (discussed in section VI) to classify the expressions
from sculpture faces and then used their predictions as soft
ground truth to train our models. While predicting the facial
expression for each image, we found that a single image can be
classified into more than one expression category by different
methods, as shown in figure 1. So instead of training our model
on a single label, we used multi labels predicted by the four
existing methods.

We implemented different state-of-the-art backbones net-
works VGG16 [37]], MobileNet(v1 and v2) [38]], and Efficient-
Net(B0,B1,B4 and B6) [39] with different training strategies
to extract the features from input images and used fully
connected layers as classifier. The larger networks such as
VGG16 could not preform well as compared to smaller
networks and usually over-fit the data in few epochs. So we
used smaller size network such as Mobile-Nets and Efficient-
Nets series. For the task at hand, we found that MobileNet-v1
architecture produces the best result(to be discussed in section
VIII). A general overview of the proposed method is shown
in figure 2. The proceeding subsections include the details of
the architectures implemented in this study.

A. VGGI16 Architecture

VGG16 [37] is the winner of the Image-Net Large Scale
Visual Recognition Challenge; it downsamples the input im-
ages with a factor of 32 through a series of five convolutional
blocks. Each block applied 3 x 3 convolutions with Batch-
Normalization and ReLLU activation and 2 x 2 max pooling on
the incoming features. It consistently follows this arrangement
of 3 x 3 successive convolutions and 2 X 2 max-pooling
throughout the architecture.

B. MobileNet Architecture

MobileNets [38]] are lightweight deep neural networks with
streamlined structures and use depth-wise separable convolu-
tions, comprising two layers: i-depth-wise convolution layer
and ii-the point-wise convolution layer. The first one filters
the input, and the second combines these features to generate
features. These convolution layers are computationally less
expensive than the standard convolution operations. Stride
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Fig. 2. The proposed architecture for multi-label classification of facial expressions in sculptures.

convolutions are used to handle downsampling, and a Batch-
Normalization and ReLU activation follow each convolution
layer.

C. EfficientNet Architecture

The EfficientNet [39]] architecture is implemented with a
novel model scaling method that uses a simple and effective
compound coefficient to scale up CNNs. Unlike conventional
scaling approaches in CNNs, the authors introduced scaling
coefficients to uniformly scale all dimensions of depth, width,
and resolution. Using ’neural architecture search’, a family of
models called EfficientNets [from BO to B7] is developed by
choosing different compound coefficients.

D. Proposed Architecture

The proposed architecture is shown in figure 2, where back-
bone network extracts features from the input image, followed
by global average pooling of the bottleneck. A multi-layer
perceptron is used as a classifier with Batch-Normalization
and ReLU activation in the first layer and sigmoid activation
in the last output layer.

IV. DATA ANNOTATION

The collected dataset is labelled using existing state-of-
the-art facial expression recognition algorithms. We used four
different methods for this purpose, as shown in figure 1. We
observed that most of the expressions in sculpture’s faces
overlap, and according to the experts, it is difficult to assign
a single absolute expression category to each face. Hence,
we followed the multi-label classification approach and relied
on these four labelling methods. The following subsections
include the details of these methods and some intermediate
results obtained from them.

A. OpenFace 2.0: Toolkit

The OpenFace 2.0 (extended version of OpenFace toolkit)
accomplishes the tasks of facial action unit recognition,
facial landmark detection, face detection, head pose estima-
tion, and eye-gaze estimation. As a first step, it detects the face
in the given input image using Multi-task Cascaded Convo-
lutional Network [41]], followed by facial landmark detection

and tracking through Convolutional Experts Constrained Local
Model [42]. Eye gaze estimation is performed using a Con-
strained Local Neural Field (CLNF) landmark detector
to find the iris, eyelids, and pupil in the cropped faces,
finally it predicts the facial expressions through facial action
unit (AU) intensity and presence. The AU recognition method
is inspired by Baltrusaitis et al. which applies linear kernel
Support Vector Machines for AU detection. OpenFace predicts
18 AUs based on the presence (if AU is visible in the face) and
17 AU based on the intensity of AU (minimum to maximum
on a 5 point scale). We used both types of AUs provided
by OpenFace and then combined them to predict the facial
expression labels for the proposed dataset. In some cases,
where OpenFace could not detect the faces in the inputted
images, we applied different scaling strategies to present the
face at different scales. Figure 3 explains the overall working
procedure adopted to process the data using the OpenFace
toolkit. A comma-separated values (CSV) file is generated
for each image in the dataset, which stores all the relevant
information predicted by OpenFcae and the facial expression
labels inferred from the AUs.

B. Multi-task Cascaded Convolutional Network

The Multi-task Cascaded Convolutional Network (MTCNN)
is a three-stage network that detects faces and landmark loca-
tions [41]). In the first stage, a shallow CNN (P-Net) produces
bounding box regression vectors and candidate windows,
followed by non-maximum suppression (NMS) to remove the
highly overlapped windows. In the second stage, another CNN
called (R-Net) further refines these predictions by rejecting
highly false positive candidates and calibrating the bounding
boxes. The third stage CNN namely (O-Net), further regresses
the bounding boxes and predicts a single bounding box for
each face along with five facial landmarks positions. In the
proposed research, we used MTCNN to detect the faces
as shown in figure 4.

C. Multi-task CNN and CNN-RNN Networks

A teacher-student based approach is proposed by to
jointly perform facial action unit detection, expression clas-
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Fig. 3. Overview of processing the dataset through OpenFace toolkit, labelling strategy, and details of each file.

sification, and valence-arousal estimation. A teacher model
is trained for each task with the corresponding ground truth.
The predictions of the teacher model (soft ground truths) and
the actual ground truths are further used to train the student
models. The authors argue that the student models outperform
the teacher model, and five student models are ensembled to
boost the performance. Two different architectures, CNN and
CNN-RNN based on ResNet50 [|14], multilayer perceptron,
and Gated recurrent units, are used. In the proposed study, we
used Multi-task CNN architecture of five ensembled student
models to assign labels to the dataset. Similarly to the previous
experiment, we saved all the information in CSV files, includ-
ing facial action units, emotion category, and valence-arousal
values.

D. Real-time CNN for Facial Expression and Gender Classi-
fication

Arriaga et al. “unpublished [47] used two CNN based
architectures, ‘sequential fully CNN’ and Xception [48] in
their work to design real-time vision systems which simul-
taneously detect the faces and classify their gender and facial
expressions. For the first model, they removed the fully
connected layers and used a global average pooling layer
followed by softmax to predict the emotions and gender.
XceptionNet inspires the second method, they incorporated
depth-wise separable convolutions in architecture to reduce
the number of parameters, and OpenCV face detection module
[49] is used as a pre-processing step to detect the faces for
both models.

E. Proposed Labelling Strategy

An image is passed through each of the four methods
mentioned previously, as shown in figure 1, to assign the facial
expression labels (Angry, Disgust, Fear, Happy, Neutral, Sad
or Surprise). Each instance may have multiple labels allotted
by different methods, so our final label is called *multi-class
label’, referring to more than one facial expression. The overall
procedure for obtaining these labels is explained in figure
4. As a first step, we used face detectors to find a face in
the image, followed by deep learning-based algorithms which
predict the facial expressions label for the detected face. For
the proposed study, we found that the OpenCV face detection
module often fails to detect the faces in sculpture images, so
we also used MTCNN [41]]. In some cases, MTCNN cannot

find the face if it is too tiny or blurred. We applied different
strategies zooming in the centre, rotation, or cropping to make
a face visible in a given input image for detection. However,
if still face is not detected, we used VoTT [50], a free and
open-source image annotation and labelling tool introduced by
Microsoft. In this way, we increased the number of cropped
faces for the proposed study.

V. IMPLEMENTATION DETAILS

All experiments described in this paper are performed using
a PC equipped with a cluster of Nvidia P100 GPUs. Keras
framework with a Tensorflow backend is used to develop
and evaluate the proposed methodology. Pre-trained weights
trained on the ImageNet dataset are loaded for each backbone
network. All the networks are trained using Adam optimization
[51] with 81 = 0.9 and 2= 0. 99. The learning rate was set
to le-4, and binary cross-entropy, represented by equation 1,
was used as a loss function to train the models;

+ (1 —y)log(l —p)) ¢))

The early stopping regularization technique is used to stop the
training if the loss is not reducing for consecutive five training
epochs.

Loss = —(ylog(p)

VI. EVALUATION METRICS

Accuracy is the most commonly used method to measure
the performance of deep learning-based classification models.
However, the proposed dataset is imbalanced, so accuracy
cannot be a suitable metric for this problem. We used other
rigorous metrics, i.e. precision, recall, and F1-Score, to eval-
uate its performance. Moreover, we also computed micro,
macro, and weighted averages for each evaluation metric to
consider Intra and inter-class variations. Micro average refers
to when all samples equally contribute to the final averaged
metric, macro average ensures the equal contribution from
each class (seven facial expression classes), and weighted-
average weights contributions from each class based upon its
size.

VII. DATASET DETAILS

Thanks to the large-scale digitization efforts, the number
of art collections available online have increased. The dataset
used in the proposed study is collected from different museum
websites and search engines. Table I summarizes the details
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Fig. 4. Proposed strategies of face detection and facial expression classification.

of each dataset and the number of images contained in each
museum’s collections. While collecting the images for the
proposed dataset, we considered the following points.

« It should contain a facial expression or a face.

« It should contain images with a frontal face, although some
side views are also included.

« Should be a result of keyword search using;
(Statues, Masks, Busts, Relief, Figure, Spirit, God, Body,
King, Queen, Portraits, Model, Poetry, Guardian, Buddha,
Guru, Durga, Maya, and Casts).

The following section lists all the sources/search en-
gines/online collections, their brief history, and details of
images collected. Archaeological Haniwa faces are clay
figures that were made for ritual use in the history of Japan.
They were built layer by layer using the Wazumi technique.
In the proposed study, we have used 51 Haniwa faces. Baidu
Search Engine, a dominant search engine in China, is used
to collect the images of Asian Buddhas. Overall, we collected
440 images, and after data filtering (removing images with
distorted faces), we left with 346 images.

British Museum provides 100 images of its online col-
lections, used initially to detect faces. These images contain
the upper part of the sculpture body, known as the bust.
The Buddha Dataset consists of 194 images, and after
deleting the images with no faces, we had 151 images.
All these Buddhas are created in Japan and are based in
different museums worldwide. The Fitzwilliam Museum
of the University of Cambridge encompasses collections of
modern western Europe and antiquities. Using the keywords
mentioned previously, we successfully collected 184 sculpture
images from their website’s objects and artworks collection.
The Museum of Archaeology and Anthropology known as
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= Neutral Disgust 210
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Fig. 5. Dataset distribution: Each segment of pie chart represents percentage
of facial expressions for a particular class.

MAA Museum has a collection from different parts of the
world. It was founded in 1884, and its initial collections came
from Polynesia and the Cambridge Antiquarian Society. Later
on, artwork from South Pacific regions, collections from the
eighteenth century, and James Cook’s three expeditions were
added to its collections. The National Museum of Asian
Art is home to 45,000 objects originating from China, Japan,
Korea, and Southeast Asia. We were able to get 155 images
from their online collection of objects belonging to different
regions. The Palace Museum of Beijing contains 1.8 million
pieces of art. Most of these belong to the ancestry of Ming
and Qing the imperial collection. From various categories of its
collections, we collected 61 images of sculptures. The Rubin
Museum preserves the arts from different cultures, including
Central Asia, the Himalayas, the Indian subcontinent, and
Eurasia, 74 images of sculpture faces were collected from its
online collections.

The Sainsbury Centre for Visual Arts is home to the art
collection of Robert and Lisa Sainsbury, donated to the Uni-

TABLE 1
DESCRIPTION OF COLLECTED DATASET.

| No. | Source | # of images | No. | Source | # of images |
1 Archaeological Haniwa faces 51 9 Palace Museum 61
2 Baidu Search Engine 346 10 Rubin Museum 74
3 British Museum 100 11 Sainsbury Centre 67
4 Buddha Dataset 151 12 Tokyo National Museum 14
5 Fitzwilliam Museum 184 13 Xiangtangshan Caves 35
6 Maa Museum 99 14 Jomon Figurines 125
7 National Museum of Asian Art | 155 15 Ancient Yenisei Masks 29
8 Metropolitan Museum of Art 306 Total No. of Images 1,855




versity of East Anglia in 1973. It contains several thousands of
artworks and 67 images of Buddha’s faces are collected from
their web page. The Tokyo National Museum is the oldest
Japanese museum and preserves a wide range of artworks
from Japan and Asia. The Xiangtangshan Caves are located
in Hebei province, China, and were part of the Northern Qi
dynasty (550-577). The content from the caves is categorized
into three categories:i-Architecture, ii- Carved images, and iii-
Scripture. From the Xiangtangshan Caves project, we collected
35 images from their sculpture collections.

The Jomon Figurines belong to Japan’s Neolithic period,

and its name is derived from the ”cord markings”.The Jomon
period lasted between ca.10,500 to 300 B.C. and was divided
into six different phases. We collected 125 Jomon Figurines
from various online collections and books. The Ancient Yeni-
sei Masks are the death masks of the Tashtyk people belonging
to the Yenisei Kyrgyz (Old Turkic), from the 3rd century BCE
to the 13th century C.E. According to the Archaeologists, the
suture was stitched after his death or to remove the brain
during an elaborate burial rite. These masks are very close
to real faces; we could collect 29 of these Ancient Yenisei
masks for the proposed study by exploring different books
and websites. The Metropolitan Museum of Art, also known
as "the Met”, is the largest museum of artwork in the West
and contains a collection of over two million paintings. It
was founded in 1870 and became the home for artwork from
ancient Egypt, classical antiquity, sculptures from Europe, and
American and modern art. We collected 306 images from its
open-access collections available online.
Figure 5 visualizes the distribution of different facial expres-
sion categorizes from the dataset,as well as the data split for
training, validation, testing, and frequency of each class for
the multi-label classification approach.

VIII. RESULTS AND DISCUSSION

This section sheds light on the visual and quantitative
results of different methods implemented in the proposed study
and the proposed multi-label classification approach. Table II

provides classification results of three different architectures,
MobileNet-vl, VGG16, and EfficientNet-B6, which performed
the best from the EfficientNet family for this problem. Bold
represents the best result, and an underlined-bold number
shows performance tie. Overall, we can see that MobileNet-v1
performance is superior to the other two architectures. During
training, we found that the networks with a much higher
parameter, such as VGG16 (138 million), over-fits the data and
results in reduced performance on the test set. In comparison,
the CNN models, such as MobileNet-v1 with only 4.2 million
parameters, can generalize well. We also designed custom
CNN’s backbones with fewer parameters than MobileNet-
vl; however, it was unable to learn the useful features for
expressions recognition and underwent under-fitting. Hence,
our final architecture comes with MobileNet-v1 (determined
empirically) as a backbone.

Some more visual results are shown in figure 6, where
6(a) contains the outputs obtained from the OpenFace, by
drawing all the facial landmarks, detected faces, head pose
and eye-gaze estimation. OpenFace can detect multiple faces
in the image, assigns landmarks and bounding boxes, and
predicts AUs for each face individually. Figure 6(b) depicts
the results from Real-time CNN for facial expression and
gender classification. As a pre-processing step, firstly, it draws
a bounding box across the face in the image and then predicts
facial expression followed by gender classification for the
detected face.

Figure 6(c) represents the results of our proposed multi-
label classification architecture. For a given input face, our
method can generate multiple facial expression labels by
looking into different regions such as noise, eyes, lips, and
mouth. The propped strategy is able to analyze these facial
region simultaneously and incorporate their corresponding
AUs while predicting the labels for each face. To reveal the
attention patterns for a particular facial expression category, we
visualized the activation of pre-trained models using Gradient-
Weighted Class Activation Mapping (Grad-CAM) [52].

TABLE I
COMPARISON OF THE RESULTS OBTAINED FROM DIFFERENT METHODS.

| | MobileNet-v1 Results |

VGG16 Results | EfficientNet-B6 Results |

| Class | Precision | Recall | Fl-Score | Precision | Recall | fl-Score | Precision | Recall | fl-Score |

Angry 0.50 0.42 0.42 0.37 0.30 0.33 0.43 0.45 0.40
Disgust 0.36 0.19 0.24 0.33 0.08 0.12 0.29 0.12 0.16
Fear 0.40 0.34 0.37 0.39 0.37 0.37 0.37 0.22 0.24
Happy 0.53 0.52 0.53 0.56 0.42 0.44 0.51 0.42 0.42
Neutral 0.81 0.81 0.80 0.76 0.87 0.81 0.75 0.90 0.82
Sad 0.64 0.48 0.54 0.56 048 | 051 0.55 0.42 0.47
Surprise 0.39 0.36 0.37 0.36 0.29 0.31 0.34 0.17 0.22
Weighted Avg. 0.61 0.55 0.56 0.59 0.53 0.55 0.46 0.39 0.39
Macro Ave. 0.52 0.45 0.47 0.56 0.53 0.53 0.55 0.53 0.52
Micro Avg. 0.61 0.55 0.58 0.48 0.40 0.41 0.58 0.53 0.55
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Fig. 6. Visual results of proposed Study: (a) OpenFace facial landmarks, face detection and eye-gaze estimation (b) Face detection, gender and facial
expression prediction by Real-time CNNs (c¢) Multi-label classification results of the proposed methodology.

IX. GRAD-CAM VISUALIZATION

Explainable AI can determine how an Al system makes
the decision. In the proposed study, we used the Grad-CAM
to visualize the image regions analyzed by the deep
learning models. This methods uses the gradient of any ground
truth flowing into the last convolution layer to generate a
coarse localization map weighing the image regions that the
model considered to predict the target score. Grad-CAM
Visualizations shown in figure 7 demonstrate that the network
can capture the most relevant information from face regions,
including noise, eyes, lips, and mouth. These attention maps
advocate the previous research [@]], I@] that the mouth, nose
and eye areas are considered to be the most distinctive for
recognizing facial expressions.

X. CONCLUSION

We used state-of-the-art computational approaches to recog-
nize facial expressions in sculptures. A dataset of sculptures’
bodies and faces is also presented to accelerate research in
the proposed area, that will allow us to access the emotional
potency of sculpture which in turn, for the first time, provides
us a tool to look for artist indication in non-verbally com-
municating with the viewer that goes beyond art’s historical
interpretation of past and contemporary sculpture. The dataset
is labelled using four different machine learning-based facial

Angry Disgust Fear

Happy

expression recognition methods, and deep learning based CNN
architectures are proposed to classify the facial expressions.
Most facial expression categories are ambivalent, so we used
a multi-label classification approach to categorize them into
more than one class. A coarse localization map is also gener-
ated using Grad-CAM to highlight the essential regions of the
face images analyzed by the network to make predictions.
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