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Abstract—In this paper we present several strategies for on the regular encoding approach introduced in [10]. Then,
multiple relay networks which are constrained by a half-dudex we present in Sectidn 1V a generalized compress-and-farwar
operation, i.e., each node either transmits or receives on aapproach using a regular encoding structure which mightbe o

particular resource. Using the discrete memoryless multife relay . ¢ tf th bl h th . firt
channel we present achievable rates for a multilevel partia Interest for other problems such as the successive refiremen

decode-and-forward approach which generalizes previousesults Problem [11]. Finally, we derive a mixed protocol for two
presented by Kramer and Khojastepour et al.. Furthermore, alternately transmitting relay nodes in Secfidn V. Thisesob

we derive a compress-and-forward approach using a regular js dedicated to an application in wireless networks wheoh ea

encoding scheme which simplifies the encoding and decodingyg|ay has only sufficient channel conditions either to therse
scheme and improves the achievable rates in general. Fingll or destination

we give achievable rates for a mixed strategy used in a four-

terminal network with alternately transmitting relay node s.
I[l. NETWORK MODEL, NOMENCLATURE AND DEFINITIONS

. INTRODUCTION In the following we will use non-italic uppercase letters

Infrastructure based wireless communications systems Xasto denote random variables, non-italic lowercase letters
well as ad hoc networks form an integral part of our everyday to denote events of a random variable (r.v.) and italic
life. An increased density and availability of mobile termals letters (V or n) to denote constant values. Ordered sets are
pose the question which techniques next generation neswodenoted by, the cardinality of an ordered set is denoted
shall employ to improve reliability and data rate. One wapy ||X|| and [b;b+ k] is used to denote the ordered set of
to exploit the capabilities of these networks is the use otimbers(b,b+1,---,b+ k). Let X;, be a random variable
relay nodeswhich support communication pairs. The idea oparameterized by, thenXc denotes the vector anXy }, ..
relaying was introduced in [1] and substantially refinedtf@ the set of allX; with k£ € C (this applies similarly to sets
three-terminal case in [2]. of events). Furthermore, we will usp(x|y) to abbreviate

More recent publications focus their attention on relathe conditional probability density function (pdfjx v (x|y)
networks of arbitrary size, e.g., [3] presents general cofr the benefit of readabilityl(X;Y|Z) denotes the mutual
ing strategies using differerdecode-and-forwardDF) and information between r.v.X andY givenZ [12]
compress-and-forwarfCF) approaches. When relay nodes are This paper considers a network 8f+ 2 nodes: the source
cooperating using decode-and-forward, they must decoele ttode s = 0, the set of N relayst € R := [1;N] and
complete source message and provide additional informatite destination nodd = N + 1. The discrete memoryless
similar to Slepian-Wolf coding [4]. In contrast, when folilmg multiple relay channel is defined by the conditional pdf
a compress-and-forward approach, each relay quantizeSpi(gr[l;NH]|x[O;N],m[O;N]) over all possible channel inputs

own channel output which has to be decoded by the actdal,xi,---,xny) € Xs x X1 x --- Xy, channel outputs
information sink (similar to Wyner-Ziv coding [5]). (y1,"- ,yN,¥d) € W1 X ---Yn X Yq and node states
Practical restrictions as well as cost issues implyaan (mg,my,...,my) € M xMjx... My with M, = {L,T}.

thogonality constrainon relay nodes, i.e., in contrast to theEacht € [0; N] is either listening ¥I; = L) or transmitting
previously mentioned work we consider half-duplex terina(M; = T") on a particular resource. In contrast to [9] we do
which either transmit or listen on a particular resourcestFi not consider a possible sleep state where the node is neither
information-theoretical results considering this coaistrwere listening nor transmitting. Besides, it is possible thaé th
presented for the three-terminal network in [6], [7]. Foe thsource remains silent, e. g., to reduce interference in elegs
N-terminal case, [8] derives upper bounds on the achievaloletwork. As an immediate consequence of the orthogonality
rates. While these papers assume fixed transmission selsedabnstraint we can state thgM; =7) — (Y. =) and
known to all nodes, a new strategy was presented in [9] for thiel; = L) — (X; = 1)) wherey and are arbitrary, known
three-terminal case where the node states, i.e., sleem lis constants. The previous definitions further assume that the
transmit, are used to exchange information. destination is always listening.

In the sequel we will take up the idea of [9] and present Let =(X’) be the set of all permutations of a s&t The
more general formulations for relay networks of arbitrames source chooses an ordering € 7([1; N + 1]) whereo,(l)
First, we introduce in Sectionlll the channel model for thdenotes thé-th element ofo, andos(N + 1) = N + 1. For
half-duplex multiple relay network. Afterwards, we dissusthe sake of readability, we abbreviate in the followikg,
in Section[1ll a partial decode-and-forward protocol basday Y; and the relay node,(l) by I or as thel-th level All
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Y, : U U7 VF transmitted in block — 1+ 1 for [ € [k; N]. Furthermore,

Y1 : U;
Vi if k& =1 the destination also decodes the node stafgsy,
which carry additional information. This regular encodan
/ decoding structure was introduced in [10] and applied to a

U! U, Uz Vi V1iv2 mixed protocol structure for full-duplex networks in [1BJow

’ 2 we are able to formulate the following theorem:
N+1
vlu2u3 Theorem 1:The achievable rat& = > R using partial
s k=1
decode-and-forward with a random schedule is given by

Y, : UlUZ2U3
. l
Rl <sup min 1<MS,U;;YZ| {V@N]} ,M[l;NO
Fig. 1. Information exchangef partial decode-and-forward fav = 2. p lE€[LN+1] T =l
=1 Lyl ,
+ ZI(NIj,V;;Yl| {Vz[-l’ 1}_7_ 1 ,v{}jg],lvl[ﬂl;N])
results presented in the sequel are given for a spegific j=1 =t
though a maximization overt([1; N + 1]) is necessary. (1)
We further divide all transmissions in blockse [1; B] of
lengthn. Now, consider the following standard definitions: R* <sup min I(Uk_Yl|U[l;k—1] { i }l Mo )
Definition 1: A (2"% n, \,) code for the multiple relay ° = , lelksN+1] & s PN Sy O]
channel consists of 1-1 . Y y
« a set of indicesV = [1;2"] with equal probability and + ZI<V§;Y1|V£- e {VE ’Z]}i: - 7V{l;7j\]/]71\/1[j;N]>
the corresponding r.\WW over W, j=k !
« the source encoding functiofy : [1;2"%] — &A™ x M7, @)
i i .y (b—=1) n n
» relay encoding fun_ctlon$l;z Ry nR_> A < M, for k € [2; N +1]. The supremum if{1) andl(2) is taken over
« the decoding functiory : Y7 — [1;2™7], all joint pdfs of the form
« and the maximum probability of error

LN+1] (1] —
A = max Prig(yaq) # w|W = w} . p (Y[l;N+1],u[s + ],vle[qu],m[o;N]) =
we
Definition 2: A rate R is achievable if there exists a se- LN11]) L] N
quence of 2", n, \,,) codes such that,, — 0 asn, B — oc. p (Y[I;N+1]|Us " széu;N}) ' Hp (| myz41,37)
l=s
[1l. DECODE-AND-FORWARD PROTOCOLS N 3)

l
ki k=1 &
The first protocols we present in this paper are an ap- H Hp vilvi ’V[l+1;N]’m[l%N])
plication of the partial decode-and-forward approach [2] t [=1k=1

. . N+1
multiterminal half-duplex relay networks. g
P y T e (el v g s ey ) -

A Mult-llevel partial fjecode-f’;\nd-forward ProOF: Using the result given in [13, Theorem 1] we
Our first proposal is a partial decode-and-forward approagbmy the substitution&} — (UL, M,) andV} > (V},M;)
illustrated in Fig.[lL. The source messayeé is mapiped to and skip the CF part, yielding the joint pdf il (3). EQ) (1) can
the tuple (M,, Uj,..., UY*!), with US € [1,2*"%]. As e glightly simplified by modifying[ﬂS) such that the Markov
previously mentioned, we have a specific orderingwhich 1 ition M, < Ul & ulZN+ s satisfied (and similar for
implies that each Jlela)l € [N + 1] must decode the g relay messages) which yields the results given in [oim
source me_s§age§[s’l] and provides additional information | the previous theorem we assumed a random channel
by transmitting the independently generated message tRl&ess by each node. To improve for instance the interferenc
(M, Vi,..., V), with V{k € [1;2"%:]. Using the example in mitigation in wireless networks it might be preferable tvéa
Fig.[1, relayl decodedJ; and transmits the support messagg fixed transmission scheme (beside the fact that the random
Vi, whereas relag decodes the tuplgU;, U?) and provides access strategy can provide at most an improvement ef1
additional information with the tupl¢Vs3, V3). Relay2 can pjts). Therefore, consider the following corollary:
additionally exploitV] to decoddJ!. As we employ a Markov Corollary 1 (to Theorenil1)in case of a fixed strategy

superposition coding, nodetransmits in blockb additional | nown to all nodes, we can achieve any rates satisfying
information for the source messages transmitted in bloek

In this way, we ensure that levélis able to support the
transmission of relayg > | and message levels;!].

Finally, when decoding the source message levelk -1 .
[1; N + 1] in block b, the destination jointly decodes the +ZI<V§;YZ|VEW—1]7{Vz[l;i]}_ . 7\,5‘;]1\]]]71\/[[0;]\]])
message¥” transmitted in block— IV, and the relay message =k ' =i+l "

l
RF < in 1 UR Y (Ul Sy } M,
s _Sgpze[g}\?ﬂ] ( s YilUs ’{ [N] f g 2 (O5N]



1 k 1 . _ .
typical with its channel outpuY; in block . Once the node
O & TN © S © s O A e
l l

2
g 152 I4 b1 14k l4+kal found a quantizatiofi’l with indqu{7b+1 it transmits in t_)Iock
b+ 1 the broadcast messagge assigned to the same index.
Fig. 2. Multihopping with limited resource reusgx. Edge labeling identifies ~ Consider the decoding process at the destination for the
the used resource for the respective transmission. guantization of relay noda/. At first it searches for the set of
all broadcast messagesy which are jointly typical withYy
_ . ._in block b. Furthermore, it builds the set of all quantizations
for alllk € [1; N+ 1]. The supremum is taken over all JothN jointly typical with y.(b— 1) while knowingxx (gx 5_1),
pdfs S|m|Iar to[[8) with the appropriate changes reflectima t which was decoded in the previous block. By buirlding the
Mo; 7 is now known to all nodes. intersection of both sets the destination is now able to deco
B. Multilevel decode-and-forward the quantization of relayV for block b — 1. Similarly, the

Assume that the source uses only a single message |eve|(;l?ﬁtination proceeds to decode the quantization of allrothe
Je

this case we obtain an application of the multilevel DF prot aySlAe [N —1] WhereY_[Hl?N] IS gsgd to improve the
col presented in [10] to half-duplex networks. The achiéwabrate ofY;. Based on the previous description we can formulate

rates are summarized in the following corollary: the following theorem: _
Corollary 2 (to Theoreni]1)The achievable raté? using Theorem 2:With the previously presented compress-and-

multilevel DF with a random schedule is given by forward scheme we achieve any rate up to

R S Sl;;p le[rlr;lli\/n+l] I(l\/:[[();lfl]aX[O;l*l];Yl|X[l;N]7NI[I;N]) . R S supI(XS; ?[I;N]de|X[1;N]7M[O;N]) y (6)

@) ’
For fixed transmission strategies it is given by subject to
R<sup min I(Xpu—1; Yi|Xpny Miginy) - (5) .
p 1E[;N+1] Vie[0;N — 1] : I(YN_l;YN_l|M[O;N]) <

In both cases the supremum is taken over all joint pdfs of the /. <
form given in [3) withk = 1 instead ofk € [1; N]. ?(YN_“XN_“Y[N*Z“;N]’Yd|X[N*l+1;N]’M[O;N]) ()

It turns out that the rates are in general lower than in Theore
[I. Besides, it shows that the previously described proﬂoc&
generalize the results presented in [6] and [9].

nd with the supremum over all joint pdf of the form

p (Y[l;N+1] » X[0;NT» 5’[1;]\/] ) m[O;N]) =D (Y[l;N+1] |X[0;N] ) m[O;N])
C. Multihopping with limited resource reuse

N
This case treats multihopping protocol with limited resmur 17 Gulye mpon) - Galmgouy) -
reuse as discussed in [14]. Consider the network in Fig. =1 8)

showing an example for multihopping with reuse factor  proof: From rate distortion theory we know [12, Ch. 13]
1/k. This implies that one resource is only occupied Yy

th of all nodes, or that one node only us&s-th of the A > I(?z'Yz|M[0-N])- 9)
available resources. Applied to our half-duplex relay roetw - ’ "
this implies that the joint pdf in({3) must satisfy To decode the quantization index of nalfe- ! corresponding

Vi€ [0;N] : Pr (mz _ T‘Hj eik—1]:m, = T) —0, to the (_jestlnauon chanpel output in bloék— [ — 1, the
destination searches forg;_; ,—; such that

that is none of the nodes in levels- £ +1;1— 1] is allowed R

to transmit on the same resources as nbde IGN 161 qN-1b-1 =

~ ~ ~ ~ -1
IV. A COMPRESSAND-FORWARD APPROACH {qzvz,bz : (yN,l (GN—1p—1) TN (av—v 1)},

forward based approaches. These protocols are likely fersuf {xy_x (qN,l/yb,l,l)}ﬁ,:O ,ya(b—1— 1)) e Ax™
from the necessity of decoding the complete source message
at eachnode, which is an even more severe drawback in half- AN—1b1 : (XAH (GN—10-1) {FN—1 (qul/_’ble)};/—:lO’
duplex networks. In this section, we discuss a compress-and
forward protocol which might overcome this issue. We assume
a fixed transmission scheme implying exact knowledge at each
node about the current transmission state of any other node.
More specifically, each relaye [1; N] creates the quantiza-where Ai(") is the e-strongly typical set as defined in [12,
tion message¥; and the corresponding broadcast messagéh. 13.6]. The requirement ddtrong typicality arises from
X;, both with rates A;. Consider the transmission in blockthe necessity to apply the Markov lemma [12, Lemma 14.8.1]
b: node! searches for a quantization vector which is jointlyo prove joint typicality. The previous equation can only be

In the previous section we presented different decode-and- }

{xn—r (QN—l/,b—l)}ﬁl;lo ;v (b— l)) € A:(”)},



fulfilled iff (8] holds and

Xs,1
A A~ Phase 11 K_\
Ay < I(YN—1§Y[N4+1;N],Yd|X[N4;N]7M[s;N]) [1;n4): - @‘L o *@T@

+ I(XNle Y[N—l+1;N]7Y01|X[N—z+1;1\f], M[S;N])
< I(YNflaXNfH&A/[N—H-l;N]aYd|X[N—l+1;N]7M[s,N]) Phase 2

Similarly the destination decodes in bloékhe source mes- [n1+1;n]: X1 @
sage transmitted in block— N iff (E) holds. Using standard

methods extensively discussed in literature [1P], (7) drel t _ -
pI’OOf for achievability follow. m Fig. 3. Example for a half-duplex channel with two alterhateansmitting

L . relay nodes. The solid lines indicate actual informatioshexge while the
Due to theregular encodingi. e., quantization and broadcashashed line indicates the probably interfering transmissiom node2 to 1.

messages are generated with the same rate, we are abl&h¢mdge labeling indicates the exchanged message.
alleviate the drawbacks of source-channel coding separati
Assume multiple descriptors and aregular encoding In this

X Source: Ts1(b Xs.2(b
case, the decoders are forced to decode at first the broadcast 51(0) +2(0)
and then the quantization messages where the first step is a

severe bottleneck. For our CF scheme the achieved rates Atedel: x1(b) y1(b) = x1(b+1)
the same as the destination is the only descriptor, but the ne
section presents a mixed protocol combining DF and CF whefggde 2: | y2(b) — §2(b) — x2(b + 1) x2(b)
regular encoding can improve the achievable rates.
g T
V. A MIXED PROTOCOL FOR TWO RELAYS nL=n-p Ng =N - Pa

Fma"y’ we presgn_t a protocpl for two relay nodes Wh.lch arI-%g. 4. Coding structure for the mixed strategy with = 2 where both
alternately transmitting. The idea of alternately tranting poges are alternately transmitting.

relays goes back to [15] and achievable rates were presented
in [16] for the Diamond network as well as in [17] where DF

and CF based protocols are discussed. ~ 2742 guantizationsY, of lengthn, and the same number of
~ Consider a mobile communications system where fixgoadcast messagés, of lengthn,. Node1 further creates
infrastructure relay nodes are deployed. We design theogleplonFor sypport messages; of lengthn; at raten/n, RpE.
ment such that sufficiently good channel conditions betweenyow consider the coding procedure illustrated in Fiy. 4.
relay and base station as well as between relay and moljgqe 2 tries to find at the end of phase in block b an
can b_e _gugranteed. In netwqus _supportlng more than tyRex g2.4+1 such that the corresponding quantizatien is
hops it is likely to face the situation where only one r8|a}6intly typical with the node’s channel output. In the sedon
has an excellent connection towards the base station %se of blockb + 1 node 2 then transmits the broadcast
th second relay towards the mpbile terminal. In this Capfessage assigned to index,: (there is no advantage in
it is recommendable to use neither a purely decode-angdrms of achievable rates if node already transmits the
forward based protocol nor a purely compress-and-forwagfresponding message in blosk Node 1 decodes at the
based_ approach. The Iatter_ one would be beneficial for thgy of phase in block b the quantization index of node
downlink when mobile terminals act as relay nodes wheregg taking into consideration that it contains informatidroat
the forme_r one is preferable for the uplink, or if fixed relayg,e support message of notleAlternatively, if the inter-relay
are used in rural areas for coverage extension. channel is rather poor it might skip this step and considier th
Based on the previous motivation we will present now gansmission as interference. Afterwards, it decodesdbece
protocol where one relay operates as decode-and-forward MessageX, » and the corresponding message index. In

the other one as compress-and-forward relay. Consider §)gck 4 + 1 the first relay transmits the supporting message
setup illustrated in Fig.13: the overall transmission peri® X, assigned to index .1 = gs.2..

divided into two phases with probabilitigg andp such that  opigysly, the quantization of nodedoes not only contain

o, (T) =1, P, (T1L) = 1, informatipn abouf[ the source transmission but also abaut th
_ () —1_ suppc_)rt mf_ormatlon transmitted by node Our approach

p1 =P ’ b2 Py exploits this fact as follows: At the end of block the
with each phase of length; = n -p; andny, = n - py, destination decodes at first the quantization of nédé e.,
respectively. Each source message is divided into two pagts,. Using this quantization it searches for all relay messages
of rates Rcr and Rpr with the overall rateRpe + Rcg =  jointly typical with this quantization and its own channel
R. Both source transmission patts ; and X;» are chosen output. Then, it reuses the quantization decoded at the end
independently and randomly from the séfs; and X, with  of the previous block to search for all source messagedyoint
| Xs 1| = 27 and || X 2| = 2nFor. Relay node2 generates typical with this quantization and its channel output indko



b — 2. Finally, building the intersection of both sets gives thevhich implies the I.h.s. of the minimum if{lL0). Finally, ogi
source message index transmitted in the pRasfeblockb—2. the quantization message of naand its own channel output
To decode the message index of the phageblock b — 2, it it can decode the message transmitted in the first phase which
uses the quantization of nodeand its own channel output. implies the constraint given i (1.2). The proof for achietligb

As mentioned in the previous section, we do not use again follows standard methods [12]. ]
intermediate binning of all quantllzat|on messages to a {.set 0 V]. SUMMARY AND OUTLOOK
broadcast messages. By decoding both jointly, we avoid the_, . . .
bottleneck of decoding at first the broadcast messages and th This paper presented strategies for multiple relay neta/ork

the quantization separately. Based on the previous déistrip constrained by a half-duplex operation. More specifically,
we have the following theorem: we derived achievable rates for aM-terminal implemen-

Theorem 3:The previously described mixed protocofaﬂon of the decode-and-forwgrd and compress-and-fatwar
achieves any rat&® — Ror + Rer subject to approaches as _vveII as for a mixed strategy u§ed by two alt(_ar-
nately transmitting relay nodes. Based on this paper we will

present in our upcoming work achievable rates for wireless

Rpr < supmin{pQI(Xsyg;YﬂXg) —|—p11(X1;Y2,Yd|X2) ,
P

pzl(Xs,2;Y1|X2)}, (10)

if node 1 decodes the quantization of nofeand

. (1]

Rpr < supmin{pQI(ng;YﬂXg) —|—p11(X1;Y2,Yd|X2) ,
p

[2]
PQI(Xs,z;Yl)} (11) 2

otherwise. Furthermore, [3]

Rer < Suppll(Xs,l;?% Yd|Xl) (12)
P [4]
subject to
- , 5
pI(YoiYa) +pal(%a: Vo) 2 piI(Var Vo), (a3)
and if nodel decodes the quantization of nodle [6]
pII(XB?Q) +pal(X2; Y1) > p1I(Y2;Y2) : (14)

channels such as the Gaussian channel.
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