Impact of Fading on Random Access Compressed Sensing
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Abstract—We address the design of a large-scale sensor network, Il. INTEGRATEDSENSING AND COMMUNICATION

deployed for long-term environmental monitoring. Taking into account . . .
the sparse nature of the monitored field, we integrate the sesing and the The theory of compressed sensing [3], [4] establishes that i

communication aspects of the network into an efficient Randm Access & Signal of dimensionV has anS-sparse representation in an
Compressed Sensing (RACS) scheme. RACS is inspired by theettry appropriate domain? (referred to as the sparsity basis), it can be

of compressed sensing and employs random channel access @flact a  recovered, with very high probability, fron®(u.S log N) random
sufficient number of observations at the fusion center to regnstruct the measurements obtained in a sensing dondih

field. In this paper, we study the impact of fading on RACS. We povide . . .
a framework for system design that specifically targets a Ragigh fading Many natural signals have a compressible (sparse) reeesen

channel. Moreover, we quantify the energy and bandwidth regirements  in the frequency domain. Noting that the spatial coordirtsis and
and provide analytical results demonstrating the robustnes of RACS in  the spatial frequency basis are maximally incohefewe employ
the presence of fading. distributed random sensinge., each node senses the field at random
time instants, independently of the other nodes. The sgnsite )\,
I. INTRODUCTION which dictates the frequency of sensing per node, is thussaymle

) parameter that fully defines the system.
The wireless sensor network technology has enabled affleda We assume a lattice network structure wheke sensors are

frggng?;/lersac%ena&:ir;d lsc;r;gc:rerr:zdngsngg'g%aﬁygg g\;](\a/rlrc;nmd!r!lt.n placed on a two-dimensional grid. The sensor located attiponsi
9 ' Qo (7,4) measures the physical quantity of interest at a rate of\;

mr(])_nlrtwo(rj_a slowlyhvarfylng field. E?Ch node employs E sensMgeme_ measurements per second. The node encodes each measwaiemgnt
which dictates the frequency of measurements, then conuaas . i |ocation tag into a packet df bits. This data packet is then

its observations to a central prqcessing unit, referredsttha fusion modulated and transmitted to the EC in a random access fashio
center (FC). Once the network is deployed, there can be Btess ge.5 50 of the nature of random access, packets from differe

to the.SﬁnSC}I’S, hence re-chzrglng batteries gecon;es hi:fff&:l(x:;;s nodes may collide at the FC. The FC simply discards the pscket
espehmady % cofncern n Sn| erwster n(?twor S, where Isen ss that are distorted and collects the remaining useful packeer
aré hundreds o me_ters elow t € surface, or in wirelessan SV an observation interval’. This interval is assumed to be shorter
Where_ a hostile environment prthblts access .to the senstdesn than the coherence time of the process, such that the proesss
Enabling long term deployment in such scenarios calls fargyr 1o approximated as fixed during. It suffices to ensure that the

aware sensing and communi_cation architectgres. ~ FC collects a minimum number of packets = CSlog N picked
In [1], [2] we proposed an integrated sensing and commubitat |\ hitormly at random from different sensors, to guaranteeugate
architecture referred to aRandom Access Compressed Sensingconstruction of the field with very high probability. Nateat C' is

(RACS) which achieves overall efficiency in terms of the @§er , constant that is independent $fand N (see [1], [2] for details of
per bit of information successfully delivered. Considgrithe fact 1o RACS model).

that most natural phenomena have a sparse representatian in
appropriate domain, RACS capitalizes on integrating cesged I1l. ARRIVAL OF USEFUL PACKETS
sensing with random channel access. The former supportsntia- As a simple model, we assume that each node generates packets
sion of sensor data from only a random subset of all the nottess- according to an independent Poisson process at an avertge ra
reducing the overall energy consumption— while the lattegperts of \; packets per second. In the absence of fading, two factors
a robust and simple implementation that eliminates the rfeed contribute to packet loss, collisions and repetitions. fammer refers
synchronization and scheduling. We studied RACS over aalideo the overlapping of packets at the FC, while the latterreefe a
communication channel in [1]. In the present paper, we takéep situation in which the same sensor transmits more than ookepa
forward towards providing a system optimization methodglthat is during a given collection interval. In case of repetitioifsthe FC
suited for realistic deployment environments where comioation has successfully received a packet from a given node, itadisc
occurs over a fading channel. In this paper, we considerrtipaét repetitions since they do not provide any new informationte\that
of small scale fading, specifically focusing on quasi-st&ayleigh if a given packet is lost due to collision, a repetition maifl $te
fading channels. received successfully. When fading is present, not evelijsiom

The rest of the paper is organized as follows. In Section #, w
overview the RACS scheme. In Section Ill. we model the akmifa 1The coefficienty. represents the coherence between the sparsity Hasis

. . Lo . . and the sensing bas® and is defined as [5]

useful packet process in a fading channel. Section IV ceglandesign
methodology for determining the network parameters. IntiSecd/ w®, ) = \/N1<1};-1%)él\f [( Pk, ¥;)l 1)
we study the impact of fading on RACS and quantify the bantwid =0

and energy requirements. Finally, we provide the conclyidémarks  2The coherence between the (spatial) Fourier domirand the spatial
in Section VI. domain® is (¥, ®) = 1 (see [5]).



results in packet loss. Namely, it is possible that althotgb (or the number of bits per packet arfél the transmission bandwidth.
more) packets overlap at the FC, one is sufficiently strosgethat From [7, p. 369] we have that
it can be successfully detected, i.e., it ca@pturethe receiver. _ Pr,
The total number of packets that are used in the reconstructi Pro ST P > b} (b+1)" (6)
i—1 LT R;
process, K (A\1,T), is the number of received packets left after
discarding the erroneous and repetitive packets. A paskeedlared Hence. from Egs. (5) and (6), the probability of capture itaoted

erroneous if it does not pass the cyclic redundancy checlCj@Ra @S N1 "
similar verification procedure. The FC buffers the usefudkess and pe = P(0) + e 2NN Tp Z @ENMT,)" 1 (7)
attempts reconstruction at the end of the observationvialtér. It 1 n! (b+1)"

then moves on to the next interval. In a given interval, ret@etion  \when &
will be successful if N; or more useful packets are collected
Otherwise, reconstruction for that particular intervall ail.

is large an2 N\, T, ~ 1 which is the case for the system
parameters of interest to us, Eq. (7) is well approximated by

In order to determine the probability distribution of thenmuer pe = e PNMTRE (8)
of useful packetsk'(A1,7T), we start with modeling the impact of where
fading, and move on to model the impact of repetitions. 5= b )
b+1

A. Modeling the Impact of Rayleigh Fading In a non-fading channel3 = 1 (equivalently,b — oo) and Eq. (8)

A wireless communication channel is modeled by distanceorresponds to the probability of no collision [1].
dependent propagation loss, shadowing and small-scaiegf4€l].
The total channel gaim;, observed by the-th packet, can thus be B. Packet Repetitions

modeled as . . .
To assess the impact of duplicate packets, we focus on andnél

¢ = Gihi 2) node. Packets generated by a particular node either capiere
where small scale fading is modeled by the complex Gaussieeteiver (with probabilityp. given by Eg. (8)) or fail to capture it
coefficienth; ~ CN(0,1) and G; includes the effects of path loss(with probability 1 — p.). For a particular node, led/; (T') denote
and shadowing. We assume that the path loss and shadowing thee number of packets generated durifigthat have captured the
pre-compensated at the transmitter, by means of a powerotonteceiver. If this number is greater than or equal to 1, the RIC w
mechanism, which can be achieved through an occasionallitéwn keep one successfully delivered packet and discard any ptukets
beacon. Thus the transmitter adjusts its powePd¢G;, wherePy is  received from that node. Now the probability of receiving seful
the design value of the average received power. The recpwe@r packet,p,, can be expressed as
of packet: is then

)\1T —)\1T l
Denoting the packet of interest by index 0, the instantasesignal-  where the first term is the probablllty that the node gensigpackets
to-interference ratio (SIR) is given by during T, and the second term is the probability that one or more of
Pr, the generated packets capture the channel. Note that simoelea
7= Pr. (4) does not interfere with its own packet, the maximum number of

. . . ., packets that are generated by a single node dufinig given by
where n, the number of interfering packets, is a random vanabl% _ LTlpJ > 1. The expression (10) thus reduces to

with probability distribution P(n). For the sake of simplicity, we

have assumed here that the powers ofralhterfering packets are pg=1—ePeMT (11)
added, even though they each may be only partially oventapypith _ _
the desired packet. Note that for the system parametersterest, The average number of useful packets received from a givde no

P(n) is negligible forn > 1, thus the above assumption leads only tguring 7' is equal top,. Thus the average effective arrival rate of
an insignificant overestimation of the effect of interferenyielding Packets at the FC is

a safety margin. Successful transmission of a packet,regfdp as , Np, N e T
capture is an event in which either (a) there is no interference to A= T T T(l -€ ) 12)
the desired packet (i.en = 0), or (b) interference is present bUtwherepC is given by Eq. (8).
the power of the desired packet is sufficiently greater thentotal
interfering power, i.e.y > b, where,b > 1 is a pre-defined threshold C. Arrival of Useful Packets
with a typical valueb =2 — 6 [7], [8].
The probability of capture is thus given by The total number of packets that are used in the reconstrycti
N1 K(M\,T), equals the number of packets that have captured the
receiver, excluding duplicates. We assume that the arof/alseful
0)+ Z P(n)Pro Z - b} packets follows a Poisson procéssith an effective average arrival

te \' gi by Eq. (12). The Poi del féf (A1, T) th
where P(n) is the probability that there are interfering packets. rate A” given by Eq. (12) € Foisson mode (%, T) thus

Assuming that the packet generation follows a Poissonilligton,

Sung . . )
we have that Without loss of generality, throughout this paper we usedibadth and

INMNT. bit rate interchangeably, i.e., we assume a BPSK modulation
( 11)" e 2NMTy 4 . .
(5) For analyzing random access protocols, it is commonly asdutimat the
aggregate packet arrival, including retransmitted packetase of collisions,
where T, = L/B is the packet duration, withl. representing follows a Poisson model [7].

P(n) = )



follows as lies in the stable region

/ k ,
Prob{ K (\1,T) = k} = Prc(k; M, T) = (Ak,T. Lot ay) Ms S A< Aim (17)

where\1,, is the point at whichy reaches its maximum valu@nax.

By setting the derivative ofv with respect to\; equal to zero\i.m,
With the analytical model (13) at hand, we proceed to deteemiis obtained as

IV. SYSTEM DESIGN

the sensing rate necessary to achieve a desired performeetcie. Am = 1 log v (18)

Towards this end, we define a performance requirement baséteo T 1—as/N

concept of sufficient sensing. The desired operating point is chosen to be at the lower efige o
the stable region, i.e., a5, since a lower per-node sensing rate

A. Probability of Sufficient Sensing corresponds to lower energy consumption, as we will disdoss

We define theprobability of sufficient sensings the probability Section V-C. The per-node sensing rate can be expressed in terms
that the FC collectsV, or more useful packets during, and we
specify the performance requirement as the minimum prdibaloif :
sufficient sensingpPs. Thus 47 Amax

Prob{K(\,T) > k} > P, (14)

where P;s is the desired probability of sufficient sensing (which is
a system design parameter). Let= )T represents the average

a [packets]

number of useful packets collected?h For a givenV, and a desired ol o ;
probability of sufficient sensing®, one can find the corresponding ; '
as to meet the sufficient sensing requirement. In other worls, t }regon of | :
o . 1 stabili ' [
condition (14) can equivalently be stated as 5 ,_ty, :
g1 LR
o> as ) . e

0006 0.008
A, [packet’s]

Fig. 1 shows thea; required to achieve a desired probability of

sufficignt S_en§ing, versus the size of the netwdfk Assuming t_he Fig. 2. The average number of useful packetsss. the per-node packet
sparsity S is fixed, we note that the growth rate of versusN is  generation rate\; plotted for N = 2500, L = 1000 bits, B = 10 Kbps,
fairly low: While N grows 100-fold fromN = 10® to N = 10°, T = 120 s andb = 2. Shown in the figure aré\;s and 1. (solutions to
as grows only by a factor ofi.6. This observation will be used in @ = as) and the region of stabilityA1s, A1m ).

Section V-C to illustrate that the energy consumption iases fairly

slowly with the size of the network. of o, as

-1 2NT, [ ( _ %)

Als = —2NTPB Wo ( T log 1 N (19)
where Wy(-) denotes the principal branch of the Lambert W func-
tion> For example, fors = 174 and o; = 188, the corresponding
minimum per-node sensing rates arg = 6.3 x 10~ packet/s and
A1s = 6.9 x 10~* packet/s, respectively.

a_[packets]

s

V. PERFORMANCEEVALUATION

In this section we assess the impact of fading and show th&3RA
is robust to fading. We then quantify the bandwidth and energ
requirements.

A. Robustness Against Fading

In the absence of fading, the effective packet arrival rae i

) ] ] determined as
Fig. 1. The average number of useful packets requited,vs. the size of

the network N (S = 10).

N _ e~ 2N T,
Aéon-fading: T(l —e M7 ' p) (20)
Note that the model (20) is a slight improvement upon the rhode
B. Design Objective in [1] since in (20) we have exploited the repetitive packetenhance
The design objective is to determine the per-node sensteghia EEE per;orlmggce, '\t/\rllhtehre?sflrl‘z[l] vlvg dlscardfd trrt]aptetltlonm[ﬂanng
that is necessary to ensure sufficient sensing. Conditibpiiplies e model (20) wi at of Eq. (12), we note tha
that )\:mn-fadingg N (21)
)\13 S A1 S )\10 (16)

. . N 5The Lambert W functiodt¥ (x) is defined by
where\;; and A\, are the solutions tax = « illustrated in Fig. 2.

We are only interested in those values)affor which the system is W(z)eW @ =z for x> -1/e
stable i.e., for which an increase il results in an increased numberthe pranch satisfying? () > —1 is referred to as the principal branch of
of useful packets. Thus the desired value of the per-nodgirggnate the Lambert W function and is denoted by (z).



Fig. 3 showsa plotted versus)\;. Both fading and non-fading
scenarios, as given by Egs. (12) and (20), are shown. Enmgjdyie

same per-node sensing rate, the average number of usekétpac

received over a fading channel is greater than that in a adimg
channel. This suggests that RACS is robust against fadieg,ifi a
system is designed to perform in non-fading channel camtiin
the event such a system undergoes fading, not only does #ufietr
performance loss, the performance actually improves.Herovords,
the system now achieves sufficient sensing with a probglgjli¢ater
than the targeted;.
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Fig. 3. The average number of useful packatseceived inT = 120 s

vs. A1, for N = 2500, L = 1000 bits and B = 38.4 kbps. Note that
)\flading < )\Ton fading
S — S -

B. Bandwidth Utilization

In bandwidth-limited networks, the bandwidth required by each
sensor to communicate its data arises as a figure of meriy&ters
performance. The minimum bandwidtB; required to achieve a
certain performance over fading channels, correspondfidocase
in which there is only a single solution ta = «s, i.e., when
Als = Aie = Aim With A1, given by Eq. (18). Let us defing;
as
(22)

Ts

(g

In order to have a valid solution fox:s, Eq. (19) implies that¥o (z)
has to be negative. Thus

1< Wolzs) <0 (23)

In (23), the limit Wy(zs) = 0 is achieved whenr, = 0, or
equivalently, whenB — oo. The other limit, W (z) -1, is

achieved whemr, = —1/e which corresponds to the minimum

bandwidth. The minimum bandwidtB; is thus obtained as

2eNL( log (1 i /N)

B, =
T

(24)

Thus B; in a fading channel is lower than its non-fading counterpag

by a factor ofg3, i.e.,
B,
Bs, non-fading

Fig. 4 shows the minimum bandwidth versi¥sfor a fading as well
as a non-fading channel.

Bg<1 (25)

C. Energy Consumption

In a battery-powered network where lifetime is of utmost amp
tance, energy per successfully delivered bit of informationstitutes

100 b

minimum required bandwidth [kbps]

6F - - - B_ (non-fading)
—B, (fading)

Fig. 4. Minimum required bandwidt®, for fading and non-fading channels,
for S =10, L = 1000 bits, 7" = 120 s,b = 2 and Ps = 0.99.

a figure of merit for system performance. Let us denoteFpythe
average power that a node consumes for transmission, i.e.,

Pr = BE{G;?} = P K (26)

where the expectation taken with respect to shadow fadingedis
as the distance. Determining in general depends on the geometry
of the region and the placement of the FC. The total averageggn
required for one field reconstruction is

E=NMT-Pr-T, (27)

where the first term ¥ A\, T) is the average number of nodes that
transmit in one collection interval’. As expected, for a given
bandwidth B, the energy consumption is minimized if one chooses
the minimum sensing rat&;(B), i.e.,

Emin(B) = N)\ls(B)T - Pr - L/B (28)

We note that the energy expenditutgi, depends on the transmission
bandwidthB through the two parameters;; andT), both of which

are decreasing functions @&. Hence,
Emin(OO) < Emin(B) < Emin(Bs) (29)

We note that\:5(B) is largest wherB = B, and decreases witB,
reaching a limiting value\1;(c0) as B — oo. Thus for a givenB,

)\ls(oo) < )\1.5(B) < )\ls(Bs) for B > B (30)
The lower and upper limits ok (53) are analytically derived as
1 1
A1s(00) = 7 log T ay/N (31)
and
Ao(Bs) = Slog — 1 32)
AR T e T 0L N

orrespondingly, the lower and upper bounds on the energgrex
iture are given as

Eow = maoo Emin(B) =0 (33)
and 1
Euyp = Enmin(Bs) = %PTT (34)

Note that Fiow = 0 is an artifact of fixed transmission powétr.
In a practical system, however, the per-node transmissiarepwill
be set so as to achieve a certain SNR; consequently the tissiem
power will grow with the bandwidthB. For largeN, the energy can



be approximated as and

-1 —2T, Bas Erpma = NT,Pr (38)
Enin(B) =~ -Wo (4) -T-T,- Pr (35) ) . ) .
2T, T The savings in bandwidth and energy achieved by RACS are,
Noting thatWo(z) < = we have that respectively, 1
Gp=————7— (39)
Emin(B) < as-Tp - Pr (36) 2eflog T —x
Hence asN — oo the energy consumption grows linearly withand ONT, 3
as. In Fig. 1 we observed that the rate of increasengfis small Gg = 2NT_ P (40)
compared to that ofV. Thus, as shown in Fig. 5, for a giveR Wo (Tpﬁlog (1- %)) T

the energy expenditure barely grows with the size of the ordw
N. For example, increasing the size of the network frdm= 10°
to N = 105, results in only 2 dB increase in the overall energy
consumption. This fact demonstrates the power of RACS. Fig.

These savings are shown in Fig. 7.
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0 2 a N s 8 10 Fig. 7. Savings in bandwidth and energy requirements witipeet to a
benchmark TDMA network. The system parameters are= 0.99, S = 10,

x 10
L = 1000 bits, T' =120 s andb = 2.
Fig. 5. Average energy consumption vs. the number of ndde¥he upper

bound on the energy consumption (given by Eq. (34)) is alssveh
VI. CONCLUSION
compares the energy expenditure of the RACS network nare@li  pacs js an integrated sensing and communication architectu

by Pr in fading and non-fading channels. We observe that the gnerg,.; .omhines the concepts of random channel access andasseg

consumption in a fading channel is Iowe_r than that of a nalnfa sensing to achieve energy and bandwidth efficiency. In thjep we

channel, due to the lower per-node sensing rate. took into consideration the impact of channel fading on tsigh and
performance of RACS. We provided system design optimindtio a

o5 ‘ ‘ ‘ ‘ Rayleigh fading channel and assessed the performance oSRAaE-

lytically in terms of the energy and bandwidth utilizatidompared

to a system operating over a non-fading channel, we showatd th

fading boosts the performance of RACS, or equivalently duiees

lower bandwidth and energy to achieve the same probability o

sufficient sensing.
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