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Abstract—In this work *, we consider the joint precoding across RX chooses the set of TXs serving it such that overlapping
K distant transmitters (TXs) towards K single-antenna receivers clusters are formed. However, the design of the clusters is
(RXs). In practical networks, cooperation between TXs is limited not optimized and the set of TXs is selected based on simple

by the constraints on the backhaul network and the common heuristi Einally. in [51=[71. the i t of tially ah
approach to limit the backhaul overhead is to form small disjoint euristics. Finally, in [S5]-[7], the impact of partially ahing

clusters of cooperating TXs. Yet, this limits the performance due the users data is analytically studied for one dimensional
to interference at the cluster edge. We overcome this problem networks.

by directly optimizing the allocation of the user's data symbol |n this paper we consider an alternative to clustering and
without clustering but solely subject to a constraint on the total we directly optimize the data symbol allocation subject to

number of symbols allocated. Since the problem of optimal data traint the total b f bols bei ted
symbol allocation is of combinatorial nature, we use a greedy & constraint on the total number of Symbols being routed.

approach and develop greedy algorithms having low complexity Note that in directly optimizing the data symbol allocation
while incuring only small losses compared to the optimal data the knowledge of the CSI for the whole multiuser channel is

symbol allocation. Moreover, the algorithms are shown to be necessary for all TXs to apply joint precoding. This représe
Multiplexing Gain (MG) optimal in many settings. Simulations 5 girong requirement for large cooperation areas and a chetho
results confirm that our approach outperforms dynamic cluster- duci he CSI shari for ioi di .
ing methods from the literature. reducing t e sharing necessary for joint precoding is
proposed in a companion paper [8].

. INTRODUCTION The main contributions of the paper are as follows: First, we
develop a precoding scheme adapted to this partial dataghar
getting. We analyze the MG and then we develop a greedy

ceIILr:Iar stystems, full Ifrequf? ncfy reuls? 'Séoﬁ'?erfd' me algorithm to obtain a trade off solution with good perforroan
such systems severely suffer from Inter-Cell InterferefiCe) and low complexity. Our approach is based on extending the

thus degrading the throughput, especially for cell edgesuse pproach used for TX antenna selection to Multicell MIMO

Promising approaches for mitigating the ICI are Multicel stem. which has been studied in the context of sinale user
MIMO methods (or CoMP in the 3GPP terminology) and argﬁd Mljlt\ilnsler MIMO systerﬁsl[Q] |[10] X ingle u

considered for next generation wireless networks. In Malti

MIMO the set of user’s data symbols are shared across a group 1. SYSTEM MODEL
of cooperating TXs thereby jointly serving the set of usara i
distributed MIMO fashion. With full data symbol sharing anqh
CSI sharing, Multicell MIMO can be seen as virtual multiple-
antenna broadcast channel (BC) channel [1]. A. Multi-cell MIMO

Sharing of data symbols and Channel State Informati_onWe consider a network that consists i&f TXs, with TX k

Biquipped with/V;, antennas and single-antenna RX’s. The

creases as the number of cooperating terminals in the rletw Uial number of antennas at the transmit side is denoted by
increases. The common approach to reduce the overhead an%I K

make cooperation suitable for practical application isaorf Nz = ) Ni. The k-th RX receives

disjoint clusters of cooperating TXs [2]. Yet, the clusésige k=1

users still suffer from inter cluster interference. Thisthos yr = hilz + 1y, (1)

is improved in [3] where greedy algorithm which aims at

optimizing the formation of disjoint cluster of TXs at eagine¢  Wherehj! € C*¥ represents the channel vector correspond-
slot is developed. Yet, dynamic clustering still suffererfr INg 10 the k-th RX, 2 € CN7*! represents the combined
inter-cluster interference and becomes complicated when fransmit signals of all users sent by all the transmit argenn

cluster size increases. In [4], a scheme is presented where éNd 7 ~ CN(0, a?) represents the i.i.d. complex circular-
symmetric additive Gaussian noise at fhh RX. The whole

1This work has been performed in the framework of the Europeseareh Multiuser channel matrix of the system is
project SAPHYRE, which is partly funded by the European Wnimder its H
FP7 ICT Objective 1.1 - The Network of the Future. H=[hi,hy,...,hg] " . (2)

In order to achieve high spectral efficiencies in futur

We first present the multicell MIMO network model and
en we introduce the model for the backhaul data sharing.



The channel is block fading and models a Rayleigh fadirig. Backhaul Data Symbol Routing

scenario with a long term pathloss corresponding to a @llul 1o represent the effect of the allocation of the user's data
setting. Thus, the entries of the channel mattixread as symbols to the TXs, we introduce the concept rofiting
{H}i; = 7i;Gi; where Gy; is i.i.d. CN'(0,1) to model the matrix which specifies to which TXs the symbol of a given
Rayleigh fading andy;; is a positive real number modelingyser is being routed to, independently of any pre-deterdhine
the long term attenuation. It is assumed that a_II the TXs hagﬁjstering concept. In realistic settings, e.g. cellulatworks,

the knowledge of the CSI of the whole multiuser channglye are concerned with the sharing of the user’s data symbols t
Multi-transmitter cooperative processing in the form oihfo the TXs and not to each antenna individually, as the differen
linear precoding is adopted. Thus, the transmitted sign&  antennas at a given TX are collocated and perfectly cooperat

obtained from To model the data symbol sharing we define the routing matrix
51 D € {0,1}*** as the matrix whose elemefiD}; ; € {0,1}
x=Ts=[t tg] | : ©) is 1 if symbol s; is allocated to TX: ade otherwise. The
' number of user’s data symbol shared in the backhaul network,
SK that we also call routing links can be seen to be equal to

where s € CX1 is the vector of transmit symbols (whosel = ||D|z.
entries are independedV (0, 1)), T is the precoding matrix Yet, the antenna configuration has not been taken into
and¢;, € CN7x1 is the beamforming vector of the symbiel account in the routing matrix. Therefore, we need to intoedu
Noting that in a statistically symmetric isotropic netwprkmore notations to represent it. Thus, we define the expansion
fulfilling a sum power constraint will lead to an equal averagmatrix E € CN7*X as:
power used per TX, we consider for simplicity a sum power E2 [AT AT ]T 8)
constraint||T||2F = K x P. We also assume that all data ! K
streams are allocated with an equal amount of power so thdtere the matrixA;, € CM-*K is defined asA;, =
Vk, |[tk]*> = P. 1, x1)€L. The vectore, € CX*! is the k-th vector from
) the canonical basis. Now the matix £ ED can be defined
B. Zero-Forcing Precoders and represents well the data sharing constraints, as will be
Conventional Zero Forcing (ZF) results in complete removahown in Section IlI.
of interference at the receivers. This is optimal at high SR L
not necessarily at intermediate SNR. To further improve the OPtimization Problem
performance of the precoder, regularized ZF precoder, twhic In order to optimize the backhaul routing directly, we
achieves good performance even at intermediate SNR is uéefinulate the following sum-rate maximization problem:

and is given by [11] K
P B maximizxe Z Ry
T = VEP —HY(HH" al) ' (4) De{0, 1} = ©)
HHH (HHH + oI) H subjectto  d = | D] < d*.
wherea = K x (02/P) is the regularization constant. whered* is the constraint on the backhaul routing overhead.
Above problem is a discrete combinatorial optimizationkpro
C. System Performance model lem and generally exhaustive search is required to find the

In this work we aim at maximizing the sum-rate of theptimal data symbol allocation. For exhaustive searchtal to

system under the constrained backhaul overhead. The swﬁ({f) data allocation combinations need to be searched

rate of the system is equal to over, i.e the complexity grows agd(f). This is prohibitive
K K even for small humber of cooperating nodes, for example
R=> Ry =) log,(1+SINRy). (5) K = 7 considered in this paper. Therefore, we propose two
k=1 k=1 low complexity greedy algorithms. At each iteration of the
where the signal to Interference plus noise ratio (SINRef t 2lgorithm a data symbol is rooted (resp. removed) to (from)
k-th data stream is given by TX so as t(_) achieve the largest sum-rat_e. Thls is done until
B2 the constraint on the number of routing links is reached.
k
SINRy, = X : (6) ll. PRECODEROPTIMIZATION
o? + ‘_%klhﬂthQ In this section we consider the design of the precdfier
T “given the routing matrixD. Note that each beamforming
Furthermore, the Multiplexing gain (MG) of the system igector can be derived independently due to the ZF consstaint
defined as If one TX does not receive one symbol, it cannot participate
. K . K Ru(P) into the transmission of that symbol and the coefficient used
Mg £ Z:MG,C = ZPILI)r(l)ologQ(P)' (7) for that beamformer at that TX is the@. Therefore the

precoder with constrained backhaul overhead will be of the



form T © D, where ® is the element wise product. Theachieve maximum MG ofy with ZF precoding, we need to
beamforming vectot,, transmitting the symbaok is obtained satisfy the following conditions.

from the following optimization: « ZF Feasibility: To cancel the interference-at- 1 TXs,
_ 2 each one of they data symbols should be transmitted
minimize )H (tk ® D;,k) - ¢:,kH2 (10) from at leasty antennas.

_ . . _ « Sharing Constraint: To achieve ZF Feasibility, let all the
where¢ = HT and the precodeT is obtained using (4) with ~ data symbols are routed try TXs. Then the total
full routing. number of routing links can be seen to be equalte

In optimization (9) we consider no predefined constraint on g, and it should be less than are equal to the given
the routing pattern’s structure. Therefore, there may beeso constraint on the number of routing linkis.

columns of the routing matrix containing only zero i.e. aruse -

is not served. This is some kind of user selection and acsount

for a positive MG with partial data sharing.Thus, we defingorollary 1. The maximum MGy achieved with all TXs
a non-active usems a user whose data symbol is not route#ving N antennas under the constraifiD |7, < d* is given

to any TX, i.e.,,D.; = Oxx1, or the power allocated to theby

userpg = 0. If there arenon-active usersn the system, the d*

precoding scheme needs to be modified so that interference is 7 = max {4 N {\/ d*/NJ N1 @
removed only at active users. We start by introducing some [ d /NW

n~otations and we denote the set of indices such thab Proof: Since all the TXs haveV antennas]Ny = N, Vk.

.k # 0 by J and the reduced vectdy, () € C"*" with  Rewriting the constraints of the problem (12), we get
ny = |J| made of the elements of . Further more, the set

of indices corresponding to the active-users is denotedlby v <
with n; = |A|. The matrixH (A4, 7) € C"*"2 js used to

represent the channel containing only the rows and columhRerefore, the optimization problem can be reformulated as
consisting in.A and J respectively. Finally,p = ¢ (A, A)

*

andy < NKrx. (14)
X

represents a sub matrix gf formed by keeping the rows and Y = max. min{ — NKTX} . (15)
columns of the active-users. The beamforming ve¢jocan ] ] ST o
now be obtained from the following optimization: Since the first argument in the minimization is increasing in
Krx and the second one is decreasindsifny, the maximum
minimize ’H (A, T) T (T) — qng2 (11) oceurs when both terms are equal such thiaty = /d*/N.
() 2 Yet, Krx has to be an integer, and from the analysis of (15),

which can be solved as a conventional Least Square prdi# conclude thafrx = {\/ d*/NJ or Krx = [\/ d*/NW-
lem. The beamforming vector of uséris then obtained by If Krx = +/d*/N ¢ N we look for the following cases.

reinserting the coefficients obtained # at the positions f K { d NJ th d*
; : . = * en*— > NKrx and
corresponding tqQ7 in t;. rx = | V&N Krx = X

IV. MULTIPLEXING GAIN ANALYSIS y=N {\/ d*/NJ (16)

In this section we consider the fundamental limit behind , |f g, — [ /d*/NW then 2 < NK;x and
the optimization problem (9) and look for the maximum MG =

achievable when there is a constraint on the number of data a*

symbols allocated. In the following analysis we assume that y=|+—= a7
there will always be enough users to serve in the system so [\/ d*/NW
that the MG is not restricted by the total degrees of freedomserting (16), (17) in (15) concludes the proof. -

available at the RXs. Mathematically, if is the maximum

MG, then K > ~. From the MG analysis, we now know how many users

should be served to maximize the MG, which is in itself
Proposition 1. In order to achieve the maximum Munder interesting and will be useful in evaluating the MG optirhali
the constraint|D||7. < d*, the following conditions needs toof our algorithm.

be satisfied V. GREEDY DATA SYMBOL ALLOCATION
Krx . A. Greedy Algorithms
Z Ny >~ ( ZF Feasibility ), ) . . .
= (12) We consider two possible versions of the greedy algorithms.

In Decreasing greedy algorithm (DEC), we initialize the

routing matrixD = 1yxx and at each iteration the element
Proof: W.l.o.g, we consider the TXs to be ordered irof D which causes the least degradation in the sum-rate is set

decreasing number of antenndg > Ny, > ... > Ng. To to 0 (i.e. removing the routing link of one symbol to one of

v x Kpx < d* ( Sharing Constrain) .



the TX) . This process is continued till the constraint on thiellowing proposition that MG can be increased by turninfy of
number of backhaul links is reached. Similarly the Incnegsi the correct number of users at high SNR.

greedy algorithm (INC) starts witld = Oy« x and at each . . .
iteration the element aD which leads to the largest increasePrOposm.on 2'. With 5|_ngle antenna TXs, the I_DEC with BPC
. . . : as described in Algorithm 1 achieves the optimal MG.

in the sum-rate is set td until the constraint on the number

of backhaul links is reached. Due to the space limitation we Proof: By using the definition of MG and ZF, proving
omit the details of INC and we refer the reader to [12].  the MG optimality is equivalent to show that the algorithm
makes sure thatd| = |Vd*| andVk € A the beamforming

Algorithm 1 Decreasing greedy algorithm vectorsiy, (J) € C"2X1, ny = | J| > [Vd*], where A is the
Input: H, d*, Output: D, p active user index set and/d* | is the maximum MG that can
Initialize: D =1yxx, p=P X 1xx1 be achieved with{* routing links [C.f. Section IV].
1: for d=1to K2 —d* do We consider asymptotically high SNR such that the behavior
22 Cinit =0, Diepp =D, p= p of the algorithm can be predicted as it selects at each seep th
3 for RXk=1to K do routing with the largest MG. Let start from the first step with
4: for TX I=1to K do Al = K andVk € At (J) € C"2*1, ny = |J| = K. Re-
5: if {Diemptic 70 then moving thek-th symbol from/-th TX i.e. {D}; ;, = 0 resultsin
6: {Diemp i =0 t, (J) € C™2*! with ny = |J| = |A| — 1. The reduced chan-
7 T = precoding (D;emyp, H, p) %(From Sec.lll) hel matrix corresponding té; (7) is H (A, J) € CMIXI71,
8: Csum= sumrate(T, H) %using (5) Thus,rank (H (A, 7)) = |J| and the solution of (11) will not
9: if Csum > Cinie then be able to ZF the interference, resulting in a MGlofAt this
10: m=10n==£k, Ciit = Csum stage turning off a data stream results in an increase in MG
11: end if thus BPC will turnoff a user. Suppogg = 0, then thei-th
12: Dienp =D user is non-active which results jil| = |7| and the system
13: end if is in a square setting such that ZF is feasible and M(4is
14: end for Sincep; = 0, removing thei-th user’s data symbol from the
15:  end for other TXs does not diminish the MG or sum-rate. Therefore,
16:  {D},un =0, T = precoding (D, H, p) in the following iterations the DEC algorithm will removeeth
17 Cyym= sumrate(T, H) %using (5) i-th symbol from all the other TXs resulting . ; = Ox x1-
18:  p =Power allocationp, T, Cy.m) %(C.f Sec.V-B1) A square setting is then obtained and the same method can be
19: end for repeated until the constraidt = HD||§ is reached. [ |

VI. SIMULATIONS

B. Analysis of Greedy Algorithms We simulate a multicell network consisting df = 7
Using the MG analysis in Section IV, we can makdXs and RXs. The pathloss between théh TX and the
some improvements to the constrained greedy algorithms. Thth RX which are separated by distane™ is 128 +
greedy algorithms at any given step try to maximize tha7.6log,, (r/i™). The noise power at the receiveri,; . =
performance at each step and they does not necessarilyachiel04 dBm. In the simulations, an average cell edge SNR of
the maximum MG. For example, in a system consisting @0 dB is maintained by selecting the transmit power, = 50
K = 7 TX/RX pairs, in the DEC we start with full cooperationdBm and the cell radius equal tb5 km. The simulation
and therefore MG i§. Removing one symbol form an antennaesults are averaged over 1000 uniform randomly generated
results in creating interference to all the other streanth swser positions (such that each cell has exactly one user) and
that MG is 1, whereas the optimal strategy (at high SNRRayleigh fading realizations.
with 48 routing links is to serve6 users so that MG of Fig. 1 shows the sum-rate achieved by Algorithm 1 with
6 is achieved. By not being MG optimal does not hurt theingle antenna TXs for different data sharing in terms of
performance at low SNR but in intermediate and high SNiRe average SNR for cell edge user when the power per TX
but it has a considerable effect on the performance of thbanges. The data sharing is represented by the percentage
algorithm. Therefore, we propose some improvements to the data symbols shared compared to full cooperation i.e,
greedy algorithms. d*/K?2. For the dynamic clustering approach, we consider the
1) Binary Power Control:In Binary Power Control (BPC) algorithm from [3], with clusters of sizé and 3 (Sharing%
power allocated td-th userp, takes only two value§ or P is (4% + 3?) /72 ~ 50%) and6 and1 ((62 + 1%) /7% ~ 75%).
[13]. In this work we use the idea of BPC in Algorithm 1 inAs expected, the optimized data symbol allocation resalts i
step18 to make it MG optimal. After each step of removingbetter performance than the clustering methods. It can be
a data symbol fromD we check whether by turning off aseen that the Algorithm 1 with0% sharing outperforms the
user completely, results in an increase in the sum-ratdelf tdynamic clustering solution witfi5% sharing.
sum-rate increases by turning dffth user completely, then In Fig. 2 the performance of the two algorithms with
the power allocated to that usgr = 0. We will show in the multiple antennas at the TXs withVy, No, ..., N7] =[2 1 1
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overhead in single antenna setting. average cell edge SNR of 20dB and the antennas correspotulihg TXs
are distributed as [2 1131 2 1].

3 1 2 1] is considered. The DEC is close to optimal at high
percentage of data sharing and the INC is close to optimal
for low percentage of data sharing. The greedy algorithmg]
outperforms dynamic clustering at all percentages of data
sharing. From the performance curves of both the INC ang
the DEC we get the nice intuition of the performance of
the optimal data symbol allocation. Note that the sum-rat&]
curve of the INC is not smooth. This is not a consequence
of the averaging but caused due the variations in MG a@]
the INC is not MG optimal(C.f V-B). Finally, the greedy
algorithms outperforms dynamic clustering even when tiee thys;
routing solution is obtained based on only the longterm CSI.
In long term greedy, the routing is computed only once at thrE
beginning when a user group selected randomly and kept sa \L.
for remaining100 Rayleigh fading realizations while keeping
the selected user positions are fixed. (7]

VII. CONCLUSION (8]

In this work, an alternative to the clustering has beeif€]
provided where direct optimization on data symbol allawati -
subject to the constraint on the backhaul overhead is done.
By the simulation results we have shown that the proposed
routing algorithm out performs the the dynamic clusterin
algorithms from the literature. This was an expected ressilt
the data symbol allocation is optimized without the constra
of forming disjoint clusters. Furthermore, the routingwgimn
based only on the long term information outperforms thes)
dynamic clustering, while still having less cost on the roekwv
architecture and therefore appears as a practical altegnati ,
to clustering in Muticell MIMO systems. By exploiting the
inherent sparsity in the channel in a large network, tH&5]
approach of directly optimizing the data symbol allocation
is extended for large cooperation domains [14]. Finallg th
future work consists of studying the partial data sharirree
with multiple antenna RXs [15].
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