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Abstract

This paper investigates face recognition during
facial expressions. While face-expressions have
been treated as an adverse factor in standard
face recognition approaches, our research sug-
gests that if a system has a choice in the selec-
tion of faces to use in training and recognition,
its best performance would be obtained on faces
displaying expressions. Naturally, smiling faces
are the most prevalent (among expressive faces)
for both training and recognition in dynamic
scenarios. We employ a measure of Discrim-
wnation Power that ts computed from between-
class and within-class scatter matrices. Two
databases are used to show the performance dif-
ferences on different sets of faces.

1 Background

Face recognition has been widely studied within the
research and development communities in the last
decade. The objective has been to create a reli-
able and accurate biometric for human identifica-
tion. Almost all research involved representing and
recognizing faces in their neutral state. A study
of the degradation of face recognition as faces de-
form during face expressions was reported in [9].
Feature and template-based approaches [6, 8] were
evaluated with respect to recognition robustness as
non-neutral expressions occurred in long image se-
quences. The authors found that recognition de-
grades as faces deformed. Also, it was oberved that
recognition parameters must be adjusted depending
on the degree of neutrality of the face to ensure sat-
isfactory performance as measured by an Receiver
Operating Characteristics (ROC) curve.

The hypothesis in this paper is that faces are
more recognizable if a system can observe them dur-
ing face expressions. As faces deform they reveal
more underlying information about the individual
and as a result increase the identification ability

of the system. The revealed information reflects
anatomic (bone, skin and muscle properties) as well
as individual activation patterns.

We are unaware of any psychological studies to
support the hypothesis that humans would perform
better if training/recognition involved deforming
faces. Nevertheless, we show in this paper that this
hypothesis is well founded using a computational-
statistical evaluation.

One challenging aspect of the face recognition
problem is scaling up the performance so that tens
of thousands and even millions of faces could be rec-
ognized. This challenge stems from the increased
proximity of faces as the number of samples in-
creases for a given representation. Ideally, one
should seek a representation that maintains the sep-
arability of faces even as the number of faces in-
creases. In this paper we show, on small data sets,
that the scalability of the representation is gener-
ally better for expressive faces than it is for neutral
faces.

2 Measures of Performance

Numerous algorithms for representing faces have
been proposed (for a survey see [2]). A division
of algorithms into feature and template-based ap-
proaches has been widely used. The performance
of a face-recognition algorithm is clearly dependent
on the representation chosen. 1In this paper we
chose Principal Component Analysis (PCA) pro-
posed by Turk and Pentland [8]. We omit the de-
scription of PCA due to its wide acceptance and
use in the research community. The PCA represen-
tation imposes constraints on the recognition per-
formance, but we focus on evaluating comparative
performance.

We adopt the statistical measures used in [4] and
discussed in [3, 5]. Assume that N face descriptors
(e.g., a descriptor may be an intensity image, a vec-
tor of expansion coefficients, etc.) of L individuals
are given for training (N > L). Each descriptor



is defined in an M space (e.g., M is equal to the
number of pixels if an intensity image is used or the
coefficient multipliers of the principal vectors of a
PCA representation). Assume also that an equal
number of samples of each face are given. In the
case of PCA a set of expansion coefficients are as-
sumed. Let V denote a representation that captures
the N samples of faces in an RM dimensional space.
The objective is to define a measure of the discrim-
ination power of V given the training set.

We consider all the descriptors of a particular in-
dividual’s face to be a class and the descriptors of
all subjects to be in different classes. Therefore, we
have L classes in V. The within and between-class
scatter matrices are defined as follows

Sy = Zp(ci)zi (1)
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where p is the the overall mean of the vectors
and Swv i1s the within-class scatter matrix show-
ing the average scatter X; of the sample descriptors
of classes

Ti = B(D - w)e(D - )T |C =G (3)

where p; is the mean of class 7, D are the sample
vectors of different classes C; and P(C;) is the prob-
ability of the i-th class. In the rest of the paper we
assume that P(C;) is uniform. Quantifying the dis-
crimination power of a representation can be done
in several ways as described in [5]. In this paper
we employ the separation matrix, which captures
the relationship between the within and between
class scatters of the descriptors in the representa-
tion space. Specifically, JV

JV = sep(V) = trace(Sw_le) 4)

measures the discrimination power (DP) of a given
representation V.

3 Experimental Objectives

We test our algorithms on two databases ([1, 7]).
Both databases contain tens of subjects and there-
fore are relatively small. A more suitable database
would have thousands of subjects with multiple in-
stances of neutral and expressive faces, but unfor-
tunately it is hard to create. The database in [1]

contains movie clips and therefore several instances
of facial states are readily available. Notice that im-
ages taken from a sequence are very similar to each
other and therefore the computation of S, ™! can
be computational unstable (small S,, values lead
to large values in Sw_l). On the other hand, the
database provided by [7] has two samples of each fa-
cial states (some are taken in different imaging con-
ditions) but these are taken days apart. Significant
changes in appearance occurred for some subjects
(hair cuts, facial hair, head orientation). As a re-
sult, the two samples used to constitute a class can
be quite far apart. In some instances the two neu-
tral images taken at different times are farther apart
than the Smile and neutral faces taken at the same
session. This makes the dataset very challenging
and not perfectly suitable to evaluate the hypoth-
esis of this paper, but nevertheless 1t is one of few
that is available. To alleviate the within class dis-
tance variations described above, in the rest of the
paper we will assume that the DP is computed as
trace(Sy) (which reflects the between-class scatter)
whenever S, involves a class that consists of one ex-
pression while if multiple expressions are involved in
a class then computation proceeds based on Eq. 4.

Our experiments are designed to evaluate several
issues associated with constructing a representation
of faces for the purpose of recognition

e Assuming that samples of all possible faces of
subjects are available to build the representation,
what is the best choice to construct a representa-
tion for recognition?

e Assuming that samples of a single facial state of a
person is available for all subjects, how do differ-
ent representations of different facial states com-
pare?

e Assuming that samples of only a few subjects are
available, how good is each facial state represen-
tation when new faces are added?

In the rest of the paper we assume that the faces
are normalized to a pre-set size (121x137 for [1]
database and 128x160 for [7]). The images are also
warped to align the eyes and mouth centers then
cropped to capture the face area only. Figure 1
shows sample images of five subjects showing neu-
tral and Smile expressions.



Figure 1: Sample images of 5 subjects during neutral and Smile (top row and bottom, respectively).

4 Discrimination Power of
Representation of Facial States

In this section the discrimination power of a rep-
resentation that includes both the neutral and ex-
pression images is evaluated. A dataset of images of
20 different individuals is used (taken from a video
clip). For each individual 5 neutral and 5 peak ex-
pression images are selected in constructing a joint
PCA representation. This joint representation al-
lows us to compare the individual representations
using the same bases. Since Smile and Anger turned
out to be more easily conveyed by subjects in a lab-
oratory set-up, we use these expressions in the rest
of the paper. In the following experiment we as-
sume that this common space is used to calculate
the DP value.

Figure 2 shows the DP value as a function of
the number of principal components. The graph
(top) shows that the best discrimination power
is achieved when a representation of face classes
is constructed with Smile samples (here DP =
trace(Sp) to avoid computational instability in Sy, ).
The bottom graph in Figure 2 shows simultane-
ous use of exemplars of neutral, Anger and Neu-
tral expressions. The best DP representation is
achieved by using the Neutral-Anger images as the
basis for representation, followed by the Neutral-
Smile representation (using Eq. 4) (here DP =
trace(Sw_ls'b)).

Next we construct an individual PCA representa-
tion for each set of Smile, Anger and neutral faces.
Figure 3 shows the DP (here DP = trace(S;) to
avoid computational instability in S, ) of several

representations:

e Neutral, Smile, Anger each computed with re-
spect to its respective PCA.

e The DP of neutral projected onto the Smile and
Anger PCA spaces.

e The DP of Smile and Anger projected onto the
neutral PCA space.

Each DP is shown as a function of the number of
eigenvectors used for the representation. The figure
shows that neutral faces have generally a smaller
DP in all spaces. In contrast, Smile and Anger faces
have a large DP regardless of the space they are
projected onto. However, DP of Smile and Anger
calculated for projection onto their respective PCA
spaces is better than projecting them onto neu-
tral PCA space. The Figure shows that Anger and
Smile faces have better DP values than Neutral and
thus if these faces were available an improved per-
formance should result.

Figures 4 and 5 show the results when the second
dataset of 60 male-subjects [7] is used. The results
are similar to the first dataset. Both Figures favor
Smile over Neutral while Figure 5 also favors Smile
over Neutral even if each was projected on the other
space.

5 Degradation of performance with
addition of subjects

In this section we evaluate the discrimination power
of representations as new faces are added to the rep-
resentation. A representation is superior if addition
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of faces maintains or perhaps increases the discrim-
ination power. In fact, however, addition of new
faces to an existing representation will degrade the
discrimination power of the representation once a
sufficiently large number of faces has been added.
This is expected since the increase in the number of
classes in a fixed dimensional representation leads
to increased proximity between classes and a reduc-
tion in discrimination power.

We first consider the case of separate representa-
tions of neutral, Smile and Anger faces. For each
representation we assume that 19 classes have been
learned and that one subject is added to the repre-
sentation. Figure 6 shows the DP as a function of
the number of eigenvectors used for both the com-
puted representation R'® of 19 neutral subjects and
the DP for the representation for R!'°t! which is
the result of adding a new face without recomput-
ing the PCA for the 20 faces. The DP for R9*! is
computed as the average of 20 DP experiments in
which 19 faces are randomly selected for construct-
ing a PCA and the 20th face inserted in the space.
The DP increases with the increase of the number
of eigenvectors for both representations. For a given
number of eigenvectors, a small decrease in the DP
occurs once a new face is added. Figures 7 and Fig-
ure 8 are the corresponding figures for Smile and
Anger.

Figure 9 shows the average DP as a function of
the number of added faces to a representation for
neutral, Smile and Anger representations. The av-
erage was computed from 20 experiments in which
5 subjects were randomly selected for constructing
the representation and the rest were inserted incre-
mentally. Fifteen new faces are added in the neu-
tral and Smile representation and 11 in the Anger
representation. Overall, the Smile and Anger rep-
resentations maintain a larger DP relative to the
neutral, while it DP of Smile is slightly higher than
Anger.

Figure 10 shows the average DP for 20 randomly
selected faces in which another 40 faces are inserted
(the second database is used). Here also, the aver-
age is for 20 repeated experiments. In this dataset
we observe the same improved performance as seen
in Figure 9.

6 Realism of expressions in
verification and surveillance

Human recognition by biometric means has appli-
cations in access and surveillance applications. In
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Figure 10: Discrimination power of representations
computed from: neutral and Smile for newly in-
serted faces using the second database. While the
representation is constructed using 20 faces, 40 new
faces are added for neutral and Smile.

these situations the system has access to many im-
ages of the person. In access applications the user
is cooperative and perhaps it is not unreasonable
to ask the person to smile for the camera. On the
other hand a surveillance system has to cope with
uncooperative subjects and can only opportunisti-
cally use expressive images should these be viewed
and detected. Face-expression recognition systems
can be used for detection of the most “expressive”
face in a video clip of a person.

Our research suggests that the more wildly ex-
pressive the face the better the derived representa-
tion. In our experiments Anger scored better than
Smile. However, it is not generally realistic to as-
sume that these expressive faces will commonly be
encountered by the system.

We hope that this paper will stimulate research
into “opportunistic face recognition” in which fleet-
ing images that perhaps have higher information
value are detected and used.
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