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Abstract

Quality of Service (QoS) has been a major concern
in the field of network management, even more so for
emerging dynamic multimedia applications (Video on
Demand, Telefony over IP etc.) that are becoming
mainstream. This problem is particularly sensitive in
the context of exchanges accross multiple independent
and heterogeneous domains (X-domain), where global
SLAs (Service Level Agreement) have to be satisfied ac-
cross domains. In this paper, we consider a typical sce-
nario of X-domain provisioning of a video-conference
session. The article addresses the problem of how to
automatically negotiate QoS budgets between possible
service providers (SP) that will meet the end-to-end re-
quirements. We propose a QoS budget negotiation al-
gorithm based on the dynamic programming principle.
The negotiation is strictly distributed in the sense that
all contracts are agreed on bilaterally between adja-
cent SPs, and each SP becomes responsible for the sub-
budget between it and the end-domain.

1. Introduction

One of the main challenges of distributed applica-
tions concerns the Quality of Service (QoS). Deployed
in a commercial context, the ability of distributed sys-
tems to guarantee QoS-requirements in contracts (SLA,
Service Level Agreement) is a major topic for Service
Providers (SPs). However, since applications tend to
involve several heterogeneous domains in one service,
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ensuring global QoS becomes hard since no global ded-
icated service will in general be available, neither for
computing composite QoS nor for ensuring it; this prob-
lem has been raised, for instance, in the ETSI TIPHON
project reports [11] from which we will borrow the term
of QoS budgetbelow. Other recent works underline
the importance of QoS ([7], [9]) and study the inter-
domain QoS specification problem ([5], [6]). ([5], [6])
propose an end-to-end distributed verification of SLSs
(Service Level Specification) with regards to domain
service classes. Consider a request for a X-domain
video conference. Each domain is supervised by local
components, some of which are dedicated to the Qual-
ity of Service management; no single instance, how-
ever, can monitor or ensure the global QoS across the
different domains. Our QoS budget negotiation process
involves agreements between immediately adjacent Ser-
vice Providers operating on different domains. Unlike
the method in [1] where ”negotiation [...] may require
manual intervention”, our negotiation process is auto-
mated by a distributed algorithm based on the dynamic
programming paradigm.

We will start by explaining the context of this prob-
lem. Secondly, we will describe the QoS budget negoti-
ation chain between SPs and particularly the data struc-
tures which intervene in this process. A third Section
will give the description of the negotiation algorithm
using interacting web services. Finally, we will discuss
the open questions and future work.

2. Preliminaries and Context

QoS contracts, or rather QoS parts of SLAs, are com-
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posed of QoS objectives (SLOs, Service Level Objec-
tives). SLOs can be represented by numerical compo-
nents. A SLO is characterized by a name, a type (in-
equality, multiplicative etc.) and a value to be satis-
fied (e.g. ”delay≤ 50ms”, ”availability = 95%” etc.).
Thus, the QoS part of an SLA corresponds to an N-
dimensional numerical vector whose components cor-
respond to thresholds in the SLOs. We treat all para-
meters involved as additive; in fact, multiplicative (e.g.
availability) or statistical (e.g. 95% requests treated)
constraints can be transformed taking logs or comple-
mentaries into an equivalent additive constraint.

Interdomain context. The Figure 1 represents com-
munication links between two domains. Each domain
is managed by a domain manager which supervises the
internal nodes. The domain manager is also informed
about the adjacency links which are inter-domain con-
nexions. It regularly exchanges information about their
adjacencies links so that the X-domain routing tables
can be maintained. The Service Provider of a domain
allows the end-users to access services. Consider the
process of establishing a video conference the end-user
u0 who wants to begin a conference with another end-
userut contacts the Service Provider of his domain. The
Service ProviderSP0 of u0 will ask its domain man-
ager about the routes to follow to reach the final service
providerSPt of ut. Then a chain of QoS contracts has
to be set up between all Service Providers belonging to
the route fromSP0 to SPt. This negotiation for fixed
route is the topic of the present paper; future work will
include the choice of route in the negotiation process.

Figure 1. X-domain provisioning.

Intra domain components. Consider Figure 2. In
each domain, the domain manager is in charge of su-
pervision. It interfaces with a legacy network manager
for local ressource control purposes. It also manages
data exchanges with a Service Manager about the ap-
plicative services provided by the domain. This com-
munication includes resource allocation requests, rout-
ing requests, alarms etc. The Service Manager receives
requests from end-users invoking services. It can also
receive service alarms from the corresponding monitor-
ing devices. The Figure 2 illustrates internal and exter-
nal communication between these components, all per-
formed using web services.

Figure 2. Components in charge of the
management of a domain.

The deployed services correspond to Service type
specifications handled by an operator through the SLS
(Service Level Specification) Manager. A Qos contract
negotiation occurs for a type ( e.g. video-conference,
VoIP) of provided services. With respect to those types,
different QoS classes will be defined by the domain.

3. Ingredients of the Negotiation Process

As we have explained, the purpose of the negotiation
process is to provide a QoS contract chain from a Ser-
vice ProviderSP0, to the service provider of the target
domain,SPt. This process is activated with an overall
QoS budget to be satisfied by the end-to-end contract
chain. Thus, we construct a pool of contract chains in
which the target Service Provider has to select the opti-
mal one. Based on this description of a QoS budget ne-
gotiation scenario (illustrated by Figure 4), we propose
a nested contractualization. Forn Service Providers,
SP2 agrees on a contract withSP1. SP2 is thus respon-
sible for finding and guaranteeing the QoS in the service



provided by its own domainand those on the remain-
ing path toSPn; the optimal path forn domains is ob-
tained from the optimal path of thosen−1, and so forth.
We have applied the dynamic algorithmic paradigm (see
[4]), which reduces a problem into subproblems sharing
constraints; here, break the global QoS budget negoti-
ation problem into neighbor-to-neighbor contract nego-
tiations. Note that nested contractualization is coherent
with the principle of autonomy of domains: no knowl-
edge or control needs to be centralized, and no infor-
mation on contracts or performance of a given domain
needs to be communicated beyond its immediate con-
tract partners (in fact,SPi needs to “know”SPi−1 and
SPi+1, but neitherSPi−2 nor SPi+2 as shown by Fig-
ure 3).

Figure 3. Nested contractualization.

3.1. Service provider

A Service ProviderSPi is associated to a domain
di. It is the system unit in charge of providing services
and contractualizing QoS objectives which are embed-
ded in SLAs with other domains. A Service Provider
computes two kinds of data: its set of admissible con-
tracts w.r.t. the previous QoS budget received (vectors
Qi−1 ), ( Ci for SPi) and the new set of requests (QoS
budget vectorsQi for SPi) to be satisfied bySPi+1 as
a result of each possible local choice of contract.

3.2. QoS budget negotiation scenario

Recall that the QoS budget negotiation process
between Service Providers is initiated by a Service
ProviderSP0 seeking the optimal contract chain to a
Service ProviderSPt subject to the criteria defined in
an SLA Q0. SP0 transmits its request to its neigh-
borSP1 which computes the setC1 of local admissible
contracts. Thus, the request is transmitted to the neigh-
bor of SP1 and so forth until it reaches the destination
SPt. To transfer data between SPs, we define a data
structure,Q, which is a set of QoS budget vectors. The
correspondence between a QoS vector and an admissi-
ble contract is saved locally by a SP. When a QoS bud-

get is available for several contracts, only the ”cheap-
est” contract is kept. WhenSPt receives the request,
it selects the cost-optimal contract chain among all ad-
missible paths. At this point, the negotiation proper
is terminated; next, the reservation process is launched
by SPt following the route of the elected optimal con-
tract chain until it reachesSP0. For this subsequent
phase of reservation, a RSVP-type procedure [10] can
be used : when a Service ProviderSPi receives a reser-
vation request, it allocates temporarily the resources in-
volved in its selected contractC∗i of the optimal contract
chain. The reservation request is constituted by the se-
lected output QoS budget issued from the negotiation,
Q∗i . Recall thatSPi stores the correspondences be-
tween selected admissible contractsCi and QoS budget
outputQi. SPi forwards the reservation request with
Q∗i−1 (based on the SLOs ofQ∗i andC∗i ) as parameter
to SPi−1. WhenSP0 receives the reservation request
(note that the parameter is equivalent toQ0 ), it starts
a validation process. The reservation becomes effective
as soon as the validation process is terminated.

Figure 4. Negotiation process along the
SP0-SPn path.

3.3. Routing data

In our prototype, we assume no dynamic routing
problems have to be solved, that is, each Service
Provider has a routing table. An entry of the routing
table is composed of: the destination (the identifier of a
Service Provider), the gateway (the identifier of the Ser-
vice ProviderSPi+1 which will permitSPi to reach its
destination). Accordingly, the routing table (handled at
the domain level by the domain manager) will be used
to know the identity of the next Service Provider which
has to continue the negotiation process.



3.4. Local resources

The state of local resources available in a domain
varies over time, with traffic changes, component fail-
ures, and so forth. As a result, the set of contracts pro-
posed by an SP is variable and will not be the same in
general for different requests; in fact, determining the
QoS from the state of the domain is in itself a nontrivial
problem. This question, however, is independent of the
negotiation process but related to the QoS classe defini-
tions and how to automate their monitoring. Moreover,
we assume that during the (short) interval in which the
contract negotiation that we describe here is carried out,
no modification of the contract offers occurs. Here, we
will not model the resources, and instead use a local
predefined set of contractsCc

i to simplify computations
of the local set of admissible contractsCi.

3.5. Qos budgets and contracts

The diagram 4 represents the negotiation process, in
particular the data flow betweenSP0 and a target Ser-
vice ProviderSPt. The admissible private contracts are
colored blue and the public QoS budgets colored red.

QoS budget and admissible contract.QoS bud-
gets and admissible contracts are both SLA defined by
numerical components (SLOs) and a cost. The main
difference is that the cost and the SLOs of a QoS bud-
get are computed whereas for a contract they are static.

Set of admissible contracts.Ci is the set of admis-
sible contracts computed by Service ProviderSPi. It
consists of theCj

i with j = 0, ..., Ni such that vector
Cj

i satisfies QoS budget vectorQk
i−1 ∈ Qi−1 with k =

0, ..., N the set of QoS budgets requested bySPi−1. The
term ”satisfies” means the SLO characteristics ofCj

i are
included in theQk

i−1 SLO thresholds.
Set of QoS budgets.Qi is the set ofQk

i , (Sk
i , f)

such that:

• Sk
i is an N-dimensional numerical vector whose

components correspond to thresholds in the SLOs.

• f is the cumulative cost forSk
i , obtained as the sum

of the local contract costs.

3.6. The algorithm, optimization with con-
straints

EachSPi is in charge of composing an SLA and
proposing it to its left neighbor. The contract contains
obligations forSPi, . . . , SPt, and is guaranteed bySPi.
Our optimization tends to minimize the size of the qos

budgets set transmitted accross the SP chain. Contrac-
tualization propagates by backward nesting (see Fig-
ure 3).
Input

1. ordered setd1, . . . , dt of domains with associated
SP’sSPi to be crossed; request received atd1, tar-
get indt.

2. requested QoS budgetQ0 ∈ QN of SLA.

Algorithm

1. Compute admissible paths ”left-to-right”

(a) Q0 ← Q0 ] {Q0
1} whereQ0

1 = (⊥,Q0, 0)

(b) Propagation Fori = 1 to N − 1 do

i. Qi , nil

ii. Recursive computation of updated path
list:

While Qi−1 6= nil do
Qj

i−1 , (Sj
i−1, f) , FIRST(Qi−1).

Select admissible contracts
Ca

i ← {Cki | Cki , (Sk
i , f)

s.t.Sk
i satisfiesSj

i−1 }
For eachCk

i

SetQ , (Sj
i−1 − Sk

i , f)
if ∃Q̃ ∈ Qi

s.t. Q̃ ≡ Q or Q̃ ≤ Q
if f(Q) < f(Q̃)

Qi ← (Qi ] {Q})\{Q̃}
Ci ← (Ci ] {Cki })\{C̃}

else
Qi ← Qi ] {Q}
Ci ← Ci ] {Cki }

Qi−1 , TAIL(Qi−1).
iii. Transmission to next SP.

2. Select and propagate optimal pathQ.

(a) LetQ∗ , (S∗, f∗) be the optimal QoS bud-
get inQt with f∗ , f∗(Q∗ minimal among
the QoS budgets inQt.

(b) For i = N − 1 to 1 do

i. ReserveC∗i = (S∗i , f∗) matchingQ∗

ii. Q∗ ← (S∗ − S∗i , f∗).

The Figure 5 exemplifies the first part of the algo-
rithm execution between two Service Providers,SP0

andSP3. The initial QoS budget is composed of two
SLOs (e.g. delay and jitter). The diagram must be read



from left to right: a new QoS budget SLO is the dif-
ference between a former QoS budget SLO and a local
contract SLO. The paths which do not satisfy the QoS
budget (e.g.C11C22C13 ) are discarded. The other paths are
valid andSP3 will select the optimal one.

Figure 5. Example of execution.

4. Distributed negotiation process using
Web Services

The QoS routing problem has already raised interest
([3], [2], [8]) but those works present centralized solu-
tions which require knowledge of the entire system. Our
approach is strictly distributed and implemented using
web services.

4.1. Local functionalities

We explain here local functionalities used by the pro-
vided web services involved in the negotiation process.

getRoute(SPt). This functionality searches in the lo-
cal routing table the SP which permits to reach the target
SP,SPt. The routing is considered fixed.

getAdmissibleCs(Qk
i , Cc

i ). In the first version of our
prototype, this functionality searches in the local set of
admissible contractsCc

i , the ones satisfying the QoS
budget requestQk

i . It then returns a set of admissible
contracts. A contractCj

i = (Sj
i , f) is admissible for a

budgetQk
i = (Sk

i , f) if Sk
i satisfiesSj

i−1.

saveContractQosbudgetSet(Ci, Qi). This function-
ality saves the set of admissible contracts,Ci. Only the
contract identifiersare transmitted in the path. Thus,
the SLOs of the proposed contracts stay private.

buildOutputData( Ci, Qk
i−1, Qi). This functionality

builds and updates a set of ouput data vectorsQi from a
set of contractsCi and from a QoS budgetQk

i−1.

Input:
Ci: set of admissible contracts
Qk

i−1: a qos budget
Qi: set of QoS budgets

Algorithm:
For eachCj

i ∈ Ci

Qnew = (Snew, f)← computeQoSBudget(Qk
i−1, Cji )

If Qnew ∈ Qi Then
Qold = (Sold, f)← Qk

i

whereQk
i ≡ Qnew orQk

i ≤ Qnew

If f(Qnew) < f(Qold) Then
Qi ← Qi\{Qold}
Qi ← Qi ] {Qnew}

EndIf
Else

Qi ← Qi ] {Qnew}
EndIf

EndFor

computeOptimalPath(Qi). This functionality is per-
formed by the target SP to select the cost optimal con-
tract chain.

4.2. Provided global services

Negotiate web service. As each SP uses the same
algorithm to negotiate the QoS budget, the algorithm
starts with a check of the target Service Provider. If the
current SP is the target, it computes the optimal path
and initiates the reservation process. When the SP is an
intermediary, it first computes its admissible contracts
and builds the set of qos budgets. The associations be-
tween an admissible contract and a budget are saved,
to keep private the admissible contract parameters and
provide to the following SP only the set of budgets. Fi-
nally, the SP calls the next intermediary SP invoking the
negotiate web service.

Input
SPt: the targeted Service Provider
Qi−1: the set of qos budgets

Algorithm
If SPi is¬SPt then



Cc
i ← getPredefinedContract()

Qi , nil

For eachQk
i−1 , (Sk

i−1, f) ∈ Qi−1

Ci ← Ci ] {getAdmissibleCs(Qk
i−1, Cc

i )}
Qi ← Qi ] {buildOutputData(Ci,Qk

i−1, Qi)}
EndFor
saveContractQosbudgetSet(Ci, Qi)
SPi+1 ← getRoute(SPt)
ServiceCall(SPi+1, negotiate(SPt, Qi))

Else
P ← computeOptimalPath(Qi)
ServiceCall(SPi−1, Reserve (P))

EndIf

Reserve web service. As our first prototype does not
deal completely with the resource allocation, it reserves
only predefined contracts. It performs a call to the re-
serve service of the previous SP. When it reaches the
initiator, SP0, the validation process is launched.

Validate Reservation web service. It activates the re-
source allocation reservation. When it is executed by
the target SP, it sends a message to the initiator SP to in-
form it about the termination of the negotiation process.

5. Discussion

In this paper, we considered the context of X-domain
QoS management. We presented a distributed algo-
rithm for X-domain QoS budget negotiation. The dy-
namic programming principle our algorithm is based
on, comes within both the architecture we consider (dis-
tributed web services) and the contract signatories re-
quirements. Additionally, we mentioned some ques-
tions which remain unanswered. Our future work will
focus on the following topics.

Dynamic renegotiation. This re-negotiation should
not disrupt (or at least at possible) the former global
QoS budget negotiation result. As a consequence, ne-
gotiating again a contract between two partners appears
to be a problem of optimization with global constraints.

Resource allocation. Service Providers will not
have a list of predefined QoS contractsCc

i anymore. But
they will propose some admissible contracts regarding
its resource availabilities.

Dynamic routing. The negotiation algorithm can be
extended to search for both routing path and optimal
contract chain. We plan to use existing routing tables
(provided by the domain manager) and routing crite-
ria (e.g. domain banishment etc.) to curb routing ta-

ble growth. Those criteria will permit to set up a pref-
erence policy. For example, a Service Provider often
mentioned in optimal contract chains could be set as a
privileged partner.
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