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Abstract—In this paper we study the relay-interference interference channel has been characterized for someesgim
wireless network, in which relay (helper) nodes are to facitate by building on an approximate characterization (withihit)
competing information flows over a wireless network. We ex- given for the whole regime in [2]. However, it is not clear

amine this in the context of a deterministic wireless interation hether the k techni ht hi the
model, which eliminates the channel noise and focuses on the WNENEr the known techniques are enough to achieve

signal interactions. Using this model, we show that almostiethe ~ capacity when we also have relays in the network facilitatin
known schemes such as interference suppression, interfeiee  the flow of more than one unicast session.

alignment and interference separation are necessary for tay- The deterministic approach, studied by Avestimehr, Dig-
interference networks. In addition, we discover a new intefer- gavi, and Tse [3], [4], simplifies the wireless network in-

ence management technique, which we call interference neu- teraction model by eliminating the noise. This approach
tralization, which allows for over-the-air interference removal, ! y 9 : PP

without the transmitters having complete access the intedring ~ Was successfully applied to the relay network in [4], and
signals. We show that interference separation, suppressipand  resulted in insight in terms of transmission technique®seh

neutralization arise in a fundamental manner, since we show insights also led to an approximate characterization of the
complete characterizations for special configurations of e noisy wireless relay network problem [5]. This model is also

relay-interference network. . . h | bl . h
Index Terms— Interference channel, wireless relay networks, applied to the interference channel problem in [6], where

multiple unicast, deterministic channel, interference netraliza- it is shown that the capacity region of the deterministic
tion. interference channel is within constant bit gap of the Gaus-

sian interference channel, and an alternative approximate
. INTRODUCTION characterization for the capacity region is provided.
Information transmission in a shared medium is one of the In this paper, we apply the deterministic model to a two-
fundamental problems in wireless communication. In sucktage interference channel, where the goal is to accommodat
situation a wireless channel is shared between severale®urmultiple unicast flows over the network. The simple layered
and receivers, and several information flow are competing fatructure of the networks helps us to focus more on the trans-
resources. Here, a fundamental question is how to managgssion techniques, rather than synchronization issaesead
interference in a wireless network. in a non-layered network. We have complete characterizatio
In the multiple access channel problem, introduced bfor two special cases, called tt% and theZZ networks.
Ahlswede and Liao in early 70’s, a single receiver is interinvestigation of these networks, suggest a new insight abou
ested in decoding the messages sent by different transsnittehe transmission techniques, which can be applied in any
Several techniques, including multi-user detection, @yt  network. It is shown that the interference separation and
nal source allocation, and taking interference as a part ofterference suppression are useful to avoid or remove in-
noise have been devised for this problem. terference in different regimes. We will also show that gsin
In a more general setup, not all the source are of intereisiterference alignment is essential for some cases, evin wi
for all the receivers. The interference channel problem [Xvo messages transmitted through the network. The other
is the very basic example of such situation which hasontribution of this paper is to introduce a new transmissio
been open for 30 years. The best known achievable regitechnique,interference neutralization, to remove (decrease)
for this problem is due to Han and Kobayashi [1]. Ovethe interference in a network.
the past few decades several techniques have been devisefihe paper is organized as follows. Sectlgh Il states the
for transmission on the interference channels; among theecise definition of the problem, and introduces the nota-
superposition of information, power allocation, and intertions. Before stating the main results, we review the known
ference suppression (partly common information) are thgchniques and explain the new techniques that we will
most well-known ones. Recently, the capacity region of thase later in Sectiofi Ill. We will present our main results,
This work was supported in part by the Swiss National Sciefoen- the (.exaCt CharaCte”Z.atlon of tfﬁs_ and ZZ networksf n
dation through NCCR-MICS under grant number 51NF40-1114060 the Sectiond IV and V. F'na"y' we will conclude and discuss
FNSF award number 200021-103836/1. about future extensions in Sectibn] VI.
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Il. NOTATIONS AND PROBLEM STATEMENT by the deterministic model developed in [4] with most
Wireless interaction model: In this standard model [7] significant bits (MSB) of the transmitted signal captured by

transmitted signals get attenuated by (complex) gains {g: and only2 MSBs of the transmitted signal captured by

which independent (Gaussian) receiver noise is added. More* Th(_e de_termlnlsuc model of the _mul'up!e access channel
formally, the received signaj; at nodei € V' at time  is shown in Fig.[L(b) adds one more ingredient, which is how
given by, the bits from two transmitting nodes interact at a receiver.

In Fig. [(b) the channel fron$; to D is stronger than that
of S,. Therefore, the interaction is between thé/ISBs of
the message sent ki, with the lower2 significant bits of
whereh;; is the complex channel gain between ngdand the message sent I8}, and the interaction is modeled with
i, z; is the signal transmitted by noge and.\; are the set an addition over the binary field.¢., xor). This interaction
of nodes that have non-zero channel gaing.td/e assume captures the dynamic range of the signal interactions. & wa
that the average transmit power constraints for all nodés isshown in [4], that this modeapproximatel)ﬂ captures the
and the additive receiver Gaussian noise is of unit varianc@&ireless interaction model ofl(1) for the broadcast and mul-
We use the terminolog@aussian wireless network when the  tiple access channels. For general networks the detetiinis
signal interaction model is governed by (1). model yields insights which, when translated to the noisy
Deterministic interaction model: In [4], a simpler de- wireless network, lead one to develop cooperative strasegi
terministic model which captures the essence of wirelesor the model in [(IL), which are (provably) approximalkely
interaction was developed. The advantage of this model éptimal [5].
its simplicity, which gives insight to strategies for theisyo T
wireless network model if{1). We will utilize this model to
develop techniques for the relay-interference networke Ou
main results are developed for this deterministic modek Th
deterministic model of [4] simplifies the wireless inteiant
model in [1) by eliminating the noise and discretizing the
channel gains through a binary expansiongdfits. There-
fore, the received signal; which is a binary vector of size
¢ is modeled as

yil) = > higa () + z(1), €y

JEN;

D1
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Y;(t) _ Z Minj (t), (2) (a) Broadcast channel
where M;; is a ¢ x ¢ binary matrix representing the (dis- S,
cretized) channel transformation between nogesd: and
X, is the (discretized) transmitted signal. All operations L |

in (@) are done over the binary fieldi,. We use the ]
terminologydeterministic wireless network when the signal
interaction model is governed byl (2). Shift matrix is a speci S

matrix representation for a Gaussian fading channel. This

oy \
matrix captures the attenuation effect of the signal caused —

by the channel gain by performing a shift on the binary (b) Multiple access channel

representation Pf the input,;, and i_gnoring_ the bits belc_)W Fig. 1. The linear deterministic model for a Gaussian braatichannel
the average noise level. More precisely, this model assigngBC) is shown in (a) and for a Gaussian multiple access chiaivh&C) is

00000 00000

matrix J9~" to the Gaussian gaih;;, where shown in (b).
6o o o0 - 0 o o
1 0 0 --- 0 A. Multi-unicast Deterministic Network
j—=10 1 0 - 0 7 (3) Our goal is to characterize the capacity region of a network

with two unicast sessions under the deterministic shift ehod
A simple example of such network is a two stage layered
axq interference network shown in Figl. 2, which we call it %
is the shift matrix, anch;; = (% log |hz‘j|21, for real channel Network. There are two transmitte$s and.S, which encode

galns._ . . . . . . 1The approximation is in the sense that the capacity regiorthef
An illustration of this deterministic model is given in geterministic model is withiri bit of the capacity region of the Gaussian

Fig. [ for the broadcast and multiple access networksounterparts.

Fig. Eﬂ(a) shows a deterministic model of the broadcastz't has been shown for single unicast there isapproximate max-flow,
. . min-cut result where the difference is within a constant hamof bits,

channel, where the channel from the transmitter to Receivgfcn depends on the topology of the network, but not the aslof the

1 is stronger than that to Receiver 2. This is representetannel gains [5].

0o --- 0 1 0
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22 Ry 22 Fig. 3. Interference separatiofy;;,r2) = (1, 2) is achievable.

Fig. 2. Transmission model second phase of transmission are not independent. This fact

hat th ded usi daﬁects on the capacity region of the network.
We assume that the messages are encoded using a code g, g paper, instead of studying the admissible rate regio

length», and denote the transmitted vectors in time block; .o general network, the main focus is on two specific

T (timne instants{n(T = Un+1,(T = 1n+2....Tn})  reqjization of the network, namely, the capacity regions of
by X{'(T") and X3(T'). The relay nodeR; (R,) receives a7 and thezz networks. Our main goal is to illustrate

asignalY,"(T') (Y," (7)) which is deterministic function of o t-ansmission techniques utilized in order to achiew su

the vectors sent by the transmitters, as ina multiple acceéépacity regions and we illustrate some of the more general
channel. Herem,;; denotes the channel gain froff) to R;, networks

for 4,5 € {1,2}. The transmission model of the first stage
of the network could be summarized by IIl. TRANSMISSION TECHNIQUES
In this section we illustrate some examples, each of which
Y =Y/, + Y/, = M1 X1 + M2 Xo, 4) f

; ; ; benefits from one of the techniques we have mentioned in
Yy = Y51 + Yoo = M Xy + M2y Xo, (5)  the last section.

wherelM;; = J"~™ is a power of the shift matrix, and;  A. Interference Separation
is the message received by relay nafiefrom the source  consider the network shown in Figl 3. It is easy to see

S; when there is no interference. _ that the sum-rate of this network is upperbounded by
The relay nodes wait until the end of the time block and
apply a proper function on the set of vectors received in rtr2 <3, (8)

time block 7', and broadcast the resulting vectors in timepy studying the cut-set which separates the destinatiorsiod
block T+ 1. We denote byX,"(T'+ 1) and X,"(T'+ 1) the  from the rest of the network.
vectors transmitted by relays in this time block. In timeddo  Assume we wish to transmit at rate péin,2) = (1,2)
T+1, destination node®); and D, receive interfered signal from the source nodes to the destination nodes. It turns out
YI”(Tj-l) andY3'(T'+1) which depend on bot,"(T'+1)  that this can be done only using an opportunistic encoding
and X," (T + 1). The channel gain from relay node; to which avoid interference. Sinc®; receives only one bit
destination nodeD; is denoted byn;;, for i,j € {1,2}. from R;, this bit should be the clear data abdiii. Hence,
More precisely, Ry should have received the message from without
_ _ / / interference. Therefore, the message should be encoded
Yo=Y Yiz = Nu Xy 4 Nio Xo, ©) such that it does not cause interferi?lrceatMore precisely,

I !
Yo = Yor + Yoo = No1 Xj + Noo X, (") " in order to to communicate at this rate, the transmitters
and N;; = Jn—i, should encode their messages as
Getting all then vectors in time blockT + 1, the x1(1) x2(1)
destination nodes decode the messages sent by the source Xx; = 0 , X, = 0 , 9)
nodes in time block". Destination nodd; is only interested 0 x2(2)

in decoding messagé;. We may drop the time block
indicators " or 7'+ 1) whenever it is clear from the context
and does not cause confusion.

and the relay node have to perform proper linear operations
' on their received signal before broadcasting them.

A rate pair (r1,72) is called admissible if there exist a , 1 (1) , 3(2)
scheme for a large enough whereD; and D, can decode Xi=| =01) |, Xp= 0 : (10)
Wy and Ws, respectively. It is worth mentioning that this 0 0

network acts like a two stage cascaded interference netwotk is clear this encoding scheme makes the interference
However, the important difference here is that, unlike ia thseparable from the signal at the nodes and D,. It can
interference network, the messages sent by the relays at thee seen that this is necessary as well for this example.
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Fig. 4. Interference alignmentyy,rs) — (1,2) is achievable. Fig. 5. Interference suppressiofr1,r2) = (3,2) is achievable.

B. Interference Alignment C. Interference Suppression

Interf i tis at ission techni i Depending on the parameters of the network, there are
nterference alignment Is a transmission technique 10 pibsqq in \which neither interference separation nor interfe

all t_he mFerferen(_:e mt_o a small dimension. The IntUItlonence alignment are optimal to achieve a transmission rate
behind this technique is the fact that whatever scheme o Sir Namely, there is no way to avoid interference at the

ufszs to deal fv:(nth :jnterfe][etﬂce, 'ttv;)CCkUP_l'_ehs a fcertaln numb ceivers. However, it might be possible to receive a clean
ot degrees of Ireedom ot Ith€ network. Thereiore, one cou opy of the interference beside the copy who interfered the

expect to minimize such loss by aligning the footprints 0signal. Therefore, one could use the clean copy to remove the

glllj::r;]ten;]eetﬁg:fjnzz tﬂgtstgi;?]tagggt:rczge%eafat:ﬁe?ﬂgl interference. This is exactly the situation can be be oleserv
P [8] in the ZZ network shown in Figl5.

wherein two transmitters attempt to communicate to two In this network the signal observed Ai is interfered by

e e 3 70 hre 5 10 vy 0 10 ecodel when te
ges, ' rénsmission rate igri,72) = (3,2). In order to achieve

shown that in order to achieve the capacity of this networlihiS rate pair, the decoddd; has to first (partially) decode

it is necessary to align the two signals carrying informatio I, using the message received frafa, and then use this

about the irrelevant interfering messages at the receilrers . . .
. message to remove the interference from the signal received
[8], this phenomenon has been observed for the case wh

. om R;. This is the only strategy we can use to decdide
there are more than tW9 messages he_lve to be transmitte knDl. Note that here there are two interfering paths from
the network. However, in this subsection, we show throug

le that interf i t miaht b sent to D,. However, the second path (through) helps the
an exampie that Interterence algnment might be an essentigh . 4o 1o remove the interference caused by the first path
strategy even with two messages in our relay-interferen

network. ?&rougth).

Consider the network shown in F[g. 4. We wish to commub. Interference Neutralization
nicate at rate paifr1,r2) = (1,2). Since there is only one

) o This technique can be used in networks which contain
link from Ry to D, it is clear that the relay nodR; should

o _ ; more than one disjoint path frois; to D; for i # j, where
help them by sending information bits abo¥it. Therefore, D; is not interested in decoding the message sent by the

the destination nod®; receives two interfering signal (from source nodeS;, and therefore it receives the interference

Ry and Ry) which describeX,. Hence, it would be able 0 yhq,0h more than one link. The proposed technique is to

resolveX if and only if the occupied sub-node by these twq e these interfering signals such that they neutralizh ea
interference coincide. More precisely, encoding the NgESa o1 ot the destination node. In words, the interferingaig

as should be received at the same power level and with different
z1(1) x2(1) sign such that the effective interference, obtained by ragldi

X = 0 , Xo= 1| x2(2) |, (11) them, occupies a smaller number of degrees of freedom. This

0 0 technique is new and has not been considered in the literatur

) _ o ) up to best of our knowledge.
the received signal at the destination nodes using the shown,:ig_ @ shows a network in which interference neutraliza-

transmission strategy would be tion is essential to achieve the desired rate paitr,) =
0 1 (1) (2,3). Here D; has only two degrees of freedom, and
1 L . . .
Y, = 1 (1) : Y, = 2(1) |. (12) receives information b|ts_from botk; and Rs ovgr_these
22(1) + 22(2) 22(2) sub-nodes. However, notice that there are two disjointgath

(S2, Ry, D1) and (Se, Ro, D1), which connectS; to D;.
This shows that the interfering bits»(1) and z5(2) are Using a proper mapping (permutation) at the relay nodes,
aligned at the destination node, . one can make the interference neutralized at the destmnatio



e o le—= O A. Necessity: The Proof of the Converse
5 8 :ng 8[)1 In this subsection we show that any achievable rate pair
L L L (r1,7r9) satisfies [ZS-1))-(ZS-10). All the inequalities in the
- - - - theorem above, are essentially obtained using the maximum-

I'e) > le O flow min-cut theorem. Clearly, the inequalitidgSEI) and
5,10 A/ Olp, (Z5=2) bound the flow of information fron$; and to D1,

I'e) e O O respectively. The inequality given b{iZ%-3) is simply the
L L L bound for broadcasting data frosh,. Similarly, (ZS-4) is

the multiple access sum-rate bound for the destination node
Fig. 6. Interference neutralizatiorty1, 72) = (2, 3) is achievable. Ds.

In order to prove [£5-5), we consider the cut which
partitions the network into2, = {53, R2} and Q,; =
{S1,R1, D1, D2}. We have

R
mi1 n
si) Y- = Yo
e e nry < I(Y{"(T), YJ(T +1); X*(T + 1), X3(T))
=I(Y{"; X5", X3) + I1(Y9"; X3, X3 |Y{™)
S, Y b (Y] X3) + H(Y3 Y] (13)
m22 Ry Nn929 I(

) =
V" X5XT) + H(YS'[XT") (14)
= H(Y{"|XT) + H(Y3'|X{")
= H(Y{y) + H(Y3})
< rank(M;i2) + rank(Na2)

= mi2 + Na2,

Fig. 7. TheZS network

node D1, and provide two non-interfered links frois}; to
Ds. Note that this permutation does not effect the admissible
rate of the other unicast frorfi; to D, the cost we pay, is
to re-permute the received bits Bk.

(15)

where in [I8) we used the fact th&t" (7 + 1) is a function
of X2(T), and [I#%) holds sinceX}(T) is independent of
IV. THE ZS NETWORK X(T), and X (T + 1) is a function ofY{(T).

In this section, we restrict our attention on a specific The inequality [ZS-6) can be similarly obtained by
network by assuming zero gain for two of the cross linksbounding the information flow through the c®, =
This assumption leads us to the network shown in Eg. 4.51, S, R1, D1} andQy = {Rs, D2 }.

In the following we obtain the admissible rate region of The inequality [ZS-7) captures the information flow
this network under the deterministic model and restrict owhrough the cut which partitions the network infd, =
analysis to the shifting matrices. (51, S5, R} andQy — { Ry, D1, Dy}. The maximum flow

The following theorem gives a complete characterizatiogf information through this cut can be evaluated as
of the capacity region of th&S network.

Theorem 1. The admissible rate region of tiZ network

is the set of all rate pair&,r2) which satisfy

n(ry + o) < I(Y,™(T),YJH(T + 1);
XT(T), X5(T), X3 (T + 1))

r1 < max, (25-1) =I(Y/™" X7, X3, X5")
< _ ) ) )
r1 < i, (25-2) + (Y34 X1, Xy, X [Y™)
ra < max(maz, maz), (25-3) < H(Y{™) + HYZY]")
r2 < max(na1, n22), (25-4) ; H(Y{™) + H(Y3' | X"
< 1 2 |4
T2 < Miz + Nag, (25-5) < H(Y{")+ H(Y33)
< 75-6 _
T2 < Moz + nai, (25-6) < mrank [ My Mo ] + nrank(N22)
r1 4 ro < max(mi1, mia) + nog, (Z5-7) = nmax(mi1, mi2) + nnga (16)
1+ 1o < Moz + max(nii, na21), (25-8) |
< — + ZS'g — i i
r1 + re < max(my1, mia) + (Mmoo mlf) o ( ) Similarly, we can provel5-8) by bunding the informa-
71+ o < max(ngy, nas) + (n11 — n2y) (25-10)  tion flow through the cut), = {Si,S», R} and Qg =

{RQ;DlvDQ}-
In the following subsections we briefly state the outline It remains to show prove the upperboun#s{9) and
of the proof of the optimality as well as the achievability of(ZS-10). Consider the cuf)y, = {51,5:} and Q,; =
this rate region. {R1, R2, D1, D>}. The flow of information through this cut



can be upper bounded as
n(ry +re) < I(Y{™(T),Y3"(T); X(T), X5(T))
= I(V"™ X7, X5) + 10" X7, X5 |Y(™)
ST X7 X3) + H(Y3"[Y(")
- H(}/2/H|X{l7 Xga Ylm)
< nmax(mi1, mi2) + H(Y5|Y{) (a7)

Note thatD; receives information only througR;. There-
fore sinceD; is able to decodél;, so R, is. Hence, using
Fano’s inequality we can write
H(Y3"Y{") < H(Y3"[Y{", W1) + ne
= H(Y;"|Y{T,Y{3) + ne
< H(Y3"|Y{3)
= n(mgg — m12)+. (18)
The proof of inequality[ZS-10) follows a similar argument
by bounding the information flow through the ctt, =
{Sl, SQ, Rl, RQ} and Qd = {Dl, DQ}.
n(ry+re) < I(Y(T+1), Y3 (T'+1);
XMT +1); X3M(T +1))
=H(\Y",Ys")
=H(Y3") + H(Y"|Y3')

< nmax(nay,naz) + H(Y'|YS). (19)

Now, we can use the facts that havidg' (7' + 1), Ds is
assumed to be able to decod®,. Also it is clear that
X'™(T +1) is a deterministic function oft;, and therefore
that of YJ* (T + 1).

HY'Y5') < H(Y' Y5, Wa) +ne
< H(Y'[Y3', Y35) + ne
< H(Y"|Y3})
< (n11 —na1) ™ (20)
B. Achievability

R d G [
mi2 n12
S T T

Ry

Fig. 8. TheZZ network.

which is connected to a node iy (7). Clearly the receiver
nodes inR,; which are connected to a node I, (N;) are
also included in\j.

Similarly, the transmitter part of?; in the first compo-
nent includes the togn,; — no1)* as well as the lowest
(r1 — (n11 — mn21)™)" nodes of the transmitter side &f;.

In consequence, all the corresponding subnodeB:in Ry
and D, are also included inV;. The second component of
the network is formed by all the remaining subnodes in the
network.

Itis clear the this decomposition is isolated by its cortstru
tion, and theS;/D; can use the first component to commu-
nicate atr; as a line network. One can also characterize the
second network\s, as network with two relays and show
that.So/D5 can communicate over this network at rate We
deligate the proof details of this part to the journal vemsio
because of lack of space.

V. THE ZZ NETWORK

In this section we consider another special case oXike
network. Here, we assume that the cross-links frémto
R,, and also the cross link fromR; to D, have zero gain.
Therefore, the remaining network would be t&onetwork
which are cascaded as shown in Fij. 8.

In the following we will obtain the admissible rate region
of a ZZ network. The capacity of a singlé channel under
deterministic shift model has been computed in [6]. However

Here we only give the outline of the transmission schemi¢ turns out that the rate region of 22 network could be a
that can be used to achieve the rates given in Thedilem strict superset of the rate region of the singlaetwork. It is

This scheme works by decomposition of the network into twaot surprising, since the messages broadcasted by the relay
isolated components, namely; andA>, where each pair of nodes in the secand stage of the network are not independent,
source/destination uses one component for communicatiomhile in a Z network they are.
Here by two isolated network we mean two networks which The key observation of this enlargement of the capacity
are completely disjoint and and no message can be transmitgion is the interference neutralization. In fact, in agtn
ted from one to another. The fact that the components arenetwork the cross link acts as an interference for one of
isolated, guarantees that the signals do not cause irdader the receivers. In ZZ network as shown in FidLl 8, the signal
Such decomposition is based on the desired transmissimeteived atD; is effected by two interference (through links
rate pair. We denote by, (N;) the set of subnodes &, S, to R; and R, to D;) which carry information about the
which are included in the network componenf;, and use same messag&,. Therefore, it is possible that to encode
similar notation for partitioning the other subnodes of theéhem such the total effective interference be weaker than th
network. In order to communicate at rate;,r2), which original one. In other words, the interference caused by the
satisfies [Z5-1)-(Z5-10), we form the components of thelink S; to R; can be (partially) neutralized by the other cross
network as follows.S; (N7) includes the togm,; —m2)™  link in the second stage of the network. More precisely, the
as well as the lowestr; — (m11 — m12)™)" subnodes of signals sent by the relays can be amplified properly such that
S1. This component also includes any receiver node ffldm they have opposite effect on the effective interferencB gt
which is connected to a node #y (N ), and any node ifD,  and therefore partially neutralize each other.



In the following theorem, we characterize the admissible The proof of the sum-rate bounds are more technical. For
rate region of aZZ network. each inequality we start with the information flow through a
Theorem 2: The capacity of region of a determinis@  cut-set, and then we use a key observation in evaluating the
network shown in Figld8 is given be the set of &, r2)  cut-set value.
which satisfy Consider the cut-setQ, = {51,592} and Q; =
{R1, Ra, D1, D3}. In order to provel{Z-5), we provide the

L= M, (22-1) information sent byR, to D, for R, as side information. In
T2 < Moz, (ZZ2-2)  gych condition, the informatioR; has about¥; is stronger
1 < nii, (ZZ-3) than the informationD; has, and therefor&, can decode
ro < noo, (zz-4) Wi.By removing the interference froii;, R, can also get

partial information about?;. More precisely, we can write
(Z2-5)  n(r +r2) < I(X{(T), X3(T); Y{"(T), Y3"(T))
r1 47y < max(nii, ni2) + (ne2 — ni2) " 4+ mis}. (ZZ-6) = H(Y/",Y3")
< H(Ylmv Y2mv Ylg(T + 1))
= H(Y{",Y{3) + H(Y3"[Y{",Y{3)
< HY") + H(YY3) + H(Y;" Y], Y73)

1 + 72 < max(mir, mia) + (maa — mi2)" + naz,

A. Necessity: The Proof of the Converse
In this section we briefly state the proof of the opti-

mality of the rate region introduced in Theordmh 2. The < max(my1, miz) + niz + H(Y"[Y{", Y]5)
first inequality ZZ=1)) is simply obtained by the maximum (27)
information flow through the cuf); = {S;} and Q; = Note that

{SQaRlvRQaDlvDQ}-

o H(Y3[Y{", Yi3) = H(Y{" = Y{{[Y{", Y}3)
nr; < I(Xl 1Y) |Y12 ) < H(Ylm, Yl/mylmv Yl%)
= H(Y'm|Y'n12) = H(Y{T|Y{", Y]5)
<HWT) < HWY{", Y3)
S nrank (Mll) = nmaii. (21) S H(Wlnfﬁa Yfﬁ)
Similarly 7, can be upper bounded by the information flow < HW1|Y]; +Y%))
through the cut sef), = {S51,53, R1,Re, D1} and Qg = = H(W1|Y") < ne (28)

{Ds} as in ZZ-9).

Note that[ZZ=2) is tighter than the cut-set bound. In fact,wheres, — 0 asn grows. Note that[(28) follows from
D, receives information only fronk,. So whateveD, can the Fano’s inequality, and the fact that; can decode the
decode is also decodable Bs. This can be seen through message sent by;. Hence,

the Markov chainXy(T") < Y,"(T) < X,"(T + 1) HYI|Y!, Yis) < H(YL, Y1 |Y!, Yia)

R — H( IVl Y/, Vo) + H(Y [V, Yio)
nro S H(WQ) S I(WQ; }/271) + H(WQD/Qn) S H(YYQ/D/{Q) 4 En
< I(X3:Y5') +ney (22) < (maz — maz)* + en. (29)
S I(X55Y5") + nen Continuing from 2V we have
:H(Y’ng)-ﬁ-n&“ < H(Y! ey HY'Y' Y
< rank (Maa) = s + e, 23 +ry < H(Y() + H(Y12) + H(Y5|Y{, Y12)

) ] < max(mi1, mi2) + ni2 + (maz —mi2) . (30)
where [22) follows from the Fano’s inequality. ) ) S
We can also upper boune as in ZZ=3) by noting the The last inequalityiZ-@)), intuitively means that the num-

fact that the only path in the network which connesisto ber of neutralized sublinks @; cannot exceed the minimum
D, passes througl,. Therefore, the Markov chaifr, of my12 andnio. We can similarly prove it by considering

Iy / the information flow through the c@?, = {54, S, Ry, R
(X5, Xz) & (X1, X3) holds. , andQ, = {D,, D,}, and grovidinng by{tﬁe i?lforlmat?(];n
nry < I(Y7"; Xq) < I(Y"; X | XQ") (24)  sent bysS, to R, as side information.
= H(Y"|X3") — H(Y{"| X1, X3)
= H(Y{"[X3") — H(Y{"| X1, X3) n(ry +re) < I(YP(T 4+ 1), Y (T 4 1);
< nH(Y1|X}), (25) XM(T +1); X31(T + 1))

H(Y",Yy")
H(Ylnv Yva Yllg (T))
HY") + H(Y{3y) + H(Y;' Y], Y{3)

where [24) holds since the message senkbynly depends
on X7 and is independent ok{'. Finally, we have

<
1 < H(YilXé) < rank(Nll) =N1i1- (26) <



Similar to proof of [ZZ-5), we use the following bounding with two parallel links, a network with only one transmit-
technique. ter (receiver), or aZZ network wherein no more full ZZ
pair exists. It is easy to study this component and obtain

n n my __ n n n m

HYB|Y", Yig) = HY" - Vi |¥", Yig) an optimal transmission strategy in the two former cases.
< H(Y{", Yi|Y!", Y{3) However, it requires more technical details to investigate
= H(Y} Y™, Y9 the second component if the remaining isZZ network.
< H(Y™y™ yim It can be shown that in this situation we neet to apply
< HY"]Y", Yi3) ither intort izalt nterf :
—HY 4 Y YR Y either interference neutralization or interference sapgion
= H(Yy; 12171 712 to convey maximum amount of information through the
= H(Y{{|Y", Y{3) network. Using such strategies we can show that in any of
< H(Y{T[Y?") the mentioned case, any rate pair satisfying Thedrem 2 is
< HWH|Y?) < nen, (31) achievable.

VI. CONCLUSION

In this paper we examined the relay-interference network,
which is a natural combination of the relay network along
with the interference channel. This can also be thought of
as the multiple-unicast problem in the context of wireless
networks. The broadcast nature of wireless communication
makes signal interactions more complicated, leading to a
challenging problem. We make progress on this question by
studying it using the deterministic model introduced in. [4]
We show that besides the known interference management
techniques such as interference suppression, alignmeint an
] ] ) o separation, we also need a new technique we term inter-

In this subsection we briefly state the transmission teCarence neutralization. The characterization for twasta
nique that can be used to achieve the capacity region 9% 4nqg 7S networks demonstrate that this new technique
a ZZ network. The keypoint here is to use the capabilityjses in a fundamental manner. In ongoing work, we have
of interference neutrallzat_pn_ and interference SUPPOBSS 5de progress on approximate characterizations of thg nois
suggested by the two disjoint paths frofy t0 D1 10 (Gayssian) version of the relay-interference networks. We

overcome the interference effects. hope to completely answer this and questions related to

Our scheme is based on a network decomposing. We Sgiitrary configurations for the two-unicast problem in a
that four subnodes € Si, b € Ry, ¢ € S, andd € Rz f,ture work.

form afull Z path if ¢ broadcasts té andd, andb receives

info mation froma andc as in a multiple access channel. It
can be shown that the number of full Z paths in first layerj
of the network is given by

where we have used the Fano’s inequality[in (31). Therefore,

H(}/2n|Y1n7 }/1/;1) S H(}/Qna Y17§|Y1na Yll;)
= H(Y3' Y73, 1", Y{5) + H(Y{5|Y)", Yi5)
< HYS|Y3) + e

< (n2a —ni2)" +en. (32)

Therefore, we have
1+ r2 < max(ni, ni2) + miz + (na2 —ni2)". (33)

B. Achievability
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