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Abstract—We study the capacity of the full-duplex bidirec- point connection. Cooperation between two source nodes for
tional (or two-way) relay channel with two nodes and one rel&.  communication to a common receiver was proposed_in [12].
The channels in the forward direction are assumed to be diffieent There, a non-cooperative phase is followed by a cooperative

(in general) than the channels in the backward direction, ie. d it i h that thi trat toerf
channel reciprocity is not assumed. We use the recently prased one and 1t 1s shown tha IS sStrategy outperforms non-

deterministic approach to capture the essence of the proble COOperative strategies. Cooperation by using distribapete-
and to determine a good transmission and relay strategy for time coding techniques in networks has been analyzed in [13]

the Gaussian channel. Depending on the ratio of the individal [14], [15], [16]. Recent information-theoretic studies m@tay
channel gains, we propose to use either a simple amplify-and cpannels can be found in e.d. [17] and references therein.

forward or a particular superposition coding strategy at the relay. - .
We analyze the achievable rate region and show that the schem Relaying can be expected to be adopted in current and future

achieves to within 3 bits the cut-set bound for all values ofltannel ~ Wireless systems, as it has been introduced in the 802.16j
gains. (WIMAX) standard.

In this paper, we study the capacity of the full-duplex two-
way relay channel, which, to the best of our knowledge, is not

o o known in general. Motivated by the deterministic approach i
Bidirectional or two-way communication between tWqrqg] for Gaussian networks, here we make progress towards

nodes was first studied by_ Sh_annon himself [ih _[_1]. Nowape goal of “approximating” the capacity region of the twayw
days the two-way communication where an additional nodg|ay channel. The advantage of the deterministic apprizach
acting as a relay is supporting the exchange of informatighat one can focus on the interaction between the signals arr
between the two nodes is attracting increasing attentiomeS ing from different nodes rather than the background noise of
achievable rate regions for the two-way relay channel usifge sysiem. Thus, our work represents an alternative approa
different strategies at the relay, s_uch as decode-andafobw owever for the full-duplex case, to e.g. the approache®]in [
compress-and-forward and amplify-and-forward, have beg4) g]. Furthermore, here we analyze the general caseravhe
analyzed in[[2]. The capacity region of the so called broaghe channel gains are all different (in general) and channel
cast two-way half-duplex relay channel, i.e. assuming th@deiprocity is not assumed. Although our focus is on the case
the communication takes places in two hops and the relgpere a direct link between the two nodes is not present, we
is decoding the received messages completely, was recegiycyss also the impact of a direct channel later on. Similar
characterized in[]3]. Network coding typ_e technlqu_es havyg the general relay network studied in [18].[19] and the
been proposed by [[4].]5]. [6] (and others) in order to iM@OVinterference channel studied in [20],[21], we show that our

the transmission rate. While inferior to traditional rogiat gcheme can achieve to withih bits of the capacity for all
low signal-to-noise-ratiosS\NR), it was shown in [[7] that -hannel parameter values.

network coding achieves twice the rate of routing at high
SNR. Similarly, in [8] the half-duplex two-way relay channel 1. SYSTEM MODEL

where the channel gains are a[l equal to one is investigated.to system model of the two-way full-duplex relay channel
It was shown that a combination of a decode-and-forwajdgspown in Fig[Jl. Communication takes place simultangousl
strategy using lattice codes and a joint decoding strat8gygjom the relay to the nodes and vice versa. As can be observed
asymptotically optimal. Indeed, by using lattice codes #sW o Fig [, channel reciprocity is not assumed here. Thus, |
shown in [9] that for some cases rates within less than one Bitoerap,,  which is the channel parameter describing the link
to the capacity can be achieved. from node A to the relay, is different fromhs, the channel

So far, the main focus is however so far on the ONgpgcribing the link from the relay to nodé (and similarly
way relay channel, which was introduced by|[10] and furthey, he and hy). The received signal at the relay is given
investigated in[[I1]. In general, cooperative communarati by (cf.Fig.[T(@)

schemes are particulary important when reliable communica
tion can not be guaranteed by using a conventional point-to- Yr = h1za + howp + 2R, 1)

|. INTRODUCTION

The work of A.Sezgin is supported by the Deutsche Forsctgergsin- wherez 4 andIB. are the signalls transmitteq from noﬂmnq
schaft (DFG). node B, respectively. The variabler describes the additive
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Fig. 2. Deterministic model for bidirectional relaying
Fig. 1. Bidirectional relaying

Theorem 1: The capacity region of the bi-directional linear
Gaussian noise at the relay. Without loss of generality, Vimite field deterministic relay network is:
assume thaft [|z4[?] = E [|zp]?] = E[|2r]*] = 1. The .
received signals at the nodes are given by (cf. [Fig] 1(b)) Rap < min(ni,n4) (4)
ya = et + 2 @ Rpa < min(ng,ns). (5)
Furthermore, the cut-set bound is achievable with a simple

shift-and-forward strategy at the relay.
The variables», andzs are the unit variance additive Gaussian

noises at nodel and nodeB, respectively.

yp = haTr + 23.

In the rest of the section, we give a sketch of the proof.
We use an algebraic approach to solve the problem of finding
the optimal strategy. In the deterministic model assumé tha

[11. DETERMINISTIC TWO-WAY RELAY .
L ] node A and B sendsx4 andxg € FZ, respectively, where
The deterministic channel model was introduced[inl [18}1 — max(n1,n2,13,n4). The received signal at the relay is

Here is a formal definition of this model. then given by

Definition 1: (Definition of the deterministic model) Con-
sider a wireless network as a set of nodgswvhere|V| = N.
Communication from nodeé to nodej has a non-negative Now consider a linear coding strategy at the relay. Thus it i
integer gaifl n(;,;) associated with it. This number models thegjoing to send

channel gain in a corresponding Gaussian setting. At eash ti
t, nodei transmits a vectok;[t| € FZ and receives a vector
yilt] € F whereq = max; ;(n(; ;). The received signal at yhereG is an arbitrary; x ¢ generating matrix that is a design
each node is a deterministic function of the transmittedaig) ppice.

at the other nodes, with the following input-output relatidf The received signal at nodé is thus given by

the nodes in the network transmit [t], x2[t], ... xx[t] then

yr =S97Mx 4+ STT™xp.

XR = GyR = G(SquxA —|— Sqi’nQXB)7

the received signal at node 1 < j < N is: ya=8""xp=8T"G(S" " xy + ST "?xp)
N while nodeB receives
yilt =) ST x ] (3)
o ¥ =S¢ Mxp = STTMG(ST x4 + ST xp).
forall 1 <k < N, whereS is theq x ¢ shift matrix given by sjnce node4 and nodeB respectively know their own signals
O 0 0 --- 0 x4 and xp, they can cancel it from their received signal.
1 0 0 - 0 Hence effectively they receive
S = 0 1 0 - 0 . y;‘ — §7—"n3 qu—nsz
oL T yp =ST™GST "x . (6)
o --- 0 1 0

_ o The question is, whether we can find a matéx such that the
and the summation and multiplication is lif3. ratesRup = min(n1, ns) and Rpa = min(ns, n3) in @), @)

We start our analysis by considering the deterministic hod@€ achievable. By obtaining such a matrix, we would also
of the two-way relay channel as shown in Eify. 2. The followingain insights how the processing at the relay should be done
theorem is our main result for the deterministic two-wayayel in an optimal way.
network. Now we state the following lemma, whose proof is given

in Appendix[A.

1Some channels may have zero gain.



namelyxfj), received from noded that has arrived above
the signal level of node3 and subtracts it from the overall
received signal. The remaining part (lowest levels) of the
overall received signal at the relay is just the summation of
signals from both the nodd and nodeB. The argumentation
here is that the relay can not decode this summation andtthus i

¢ guantize it. The interesting part is now that the relay aeéte

ny —n2

ni

transmit signal by using a superposition code [22]. Thedlou
center of this superposition code is the quantized signiilew

Y

Noise level Noise level the bin index is the informatior,” it has decoded from node
(a) Received signal at Relayb) Transmit signal from Relay A.
Fig. 3. Signal levels at relay: Receive phase and transnaisgh B. Interpretation of the case ng = q

We start with the case, < n;. Here, the relay receives

Lemma 1: It is possible to convert the network in F[g. 2 into"! signal levels. The relay then simply shifts the received

one of the following two cases without changing the cut-séjtgnaI up and fOI’W?rdS it. The cprresponding scheme for _the
Gaussian channel is thus amplify-forward. As an altereativ

approach, we could also use a similar superposition sirateg
as forn; = ¢. However, as we will show later on, the simple
amplify-and-forward strategy is enough in order to achigve
Therefore, by LemmBl1 and symmetry we only need to stualythin 3 bits the capacity for all channel parameter values.
this case: The case withhy > n is analogous to the case with =
q. Here the relay receives, signal levels. The lask; bits
ni =ng andny < ns. contain information for both nodd and B and the rest is just
It turns out, that we are indeed able to construct a matriRe information for noded. The interpretation of the scheme
G, such that the cut-set bound is achievable. The generatfRf the Gaussian channel is very similar to the scheme for
matricesG for the individual cases (the derivation is given i1 = ¢ and thus omitted.
Appendix(B) are given as follows.

1) n1 =ng andng < ng
2) Nng = N3 andm < nyg

IV. GAUSSIAN TWO-WAY RELAY CHANNEL

Da=m In this section, we use the insights obtained from studying
G— [ 012 x (g—n2) L., ] @) the deterministic two-way relay channel to find near-optima

Ijn, 0(g—n2)xns relaying strategies in the Gaussian case as defined in sgltio
2) ¢=ns It follows our main result for the Gaussian two-way relay

channel and the rest of this section is devoted to proving it.

0 I Theorem 2: Consider a Gaussian two-way relay channel as
G= [ mxﬁkm) 0. ] (8) defined in sectioill with unit average noise and transmit
o (g=n1)xm power at each node. The capacity of this system satisfies

(b) n2>m _ _
Cap —3<Cap <Cap
T R
Iq—nl O(qfnl)xnl - -
In the following we give interpretations of the different Cpa—3 < Cpa < Cpa,

generating matrice& in (@), (8), and[(®) for the three caseshereC 5 = log(1 +min(|h|?, |h4|?)) andCpa = log(1 +
min(|hz2|?, |h3]?)) is the cut-set upper bound on the capacity
A. Interpretation of the case n; = ¢ of the transmission froml to B and B to A, respectivelyl[283].

We start with the generating matr& in (7). The inter-  Since Lemmdll holds also for the Gaussian case, we again
pretation of this operation for the deterministic case i8 theed to study only the case thigt; |> = |ha|?> and |ho|? <
following. The relay receives; = ¢ signal levels as shown |;]2. Now we discuss the achievability strategy:
in Fig.[3(@). The last; contain information from both nodé
and nodeB (gray area in Fig._3(f)) and the other (top) signal. Achievability strategy
levels are only information frond (white area in Figl 3®@)). |, general, the transmit signals from node node B and
The relay is now creating a codeword, which has the dast o relay are given by
received signal levels at highest level (gray area in [Fig))3(

and the remaining bits ofl at lower signal levels (white area XA = OZAXS) +vV1- OéAXff)
in Fig.[3(@)). xp = apxd) + vI—apx?)

The interpretation of the scheme for the Gaussian channel is 1) @)
the following. At first the relay decodes a part of the message Xpr = yapXp' + V1 —apxp’. (10)



where xi‘l), xf), xg), xg), xg), and xg) are codewords xg) as noise. The decoding oefg) can be done with low
chosen from a random Gaussian codebook of g8, error probability as long as
onRy  gnByh onRiDy onRy) and onRiy respectively. At I 2(1 = ag)
nodeA (and similarly for nodeB) we have two messages',’ RY) < min <10g (1 + W) log (1 + |hs|*(1 — OéR)))
and mf§ of size 27745 and 274> that are mapped to, 1) (14)
and :cA , respectively. The relay signaling strategy depends ha|?

= min (10g( 1) ,log (1+|h3|2(1—aR))) .

on the channel gains and will be specificized later for each

case. The choice afi4, ap, anday in (@0) depend on the

magnitude of the channel gaii¥s, |, |ha|, |h3|, and |hy]. The second expression within the min-operation is obtained
due to nodeA. As aforementioned, assuming that node
knows the strategy of relay and the codebook it has used,

B. [h|* > |hs|? it can reconstruct;’ perfectly, since it contains only its

Following the insights gained from the deterministic modePWn message. Using interference cancelation results in a
for |h1|2 > |hs|? we setap = 0 and R(lA — 0. The transmit interference free channel. The first expression within tie m

|hi|?ar +

signal at nodeB then reduces to operation is obtained due to nod# which observes part of
the signal from the relay, |.e<R), as additional noise. Then
(2) (2) . . .
Xp =Xpg . node B cancel&: from its received signal and attempts to

Thus, the receive signal at the relay is given by decodexR Th|s can be done with low error probability if

R(l)glog 1+ aglhi?).
YR = ( OLAXS)-i-\/l—OLAXf)) h1 + hoxp +zgr. (11) R ( R| 1| )
Now that nodesA and B have decodedg), they can create
a4 1s chosen such that the received S|gnak§ff> andxpg are )
at the same scale. Thus, the following expression has to hoflg BYRr +zq =p (\/1 - ochfL,)hl + hoxp + zR) +zg

VT = aahy = ha, @2 P (h (xP +x5) +2r) + 20
which gives where
<h2>2 B=(1-D/o3,)
! andz is due to the quantization noise with variance
Formyr, the relay first decodexfj) (i.e. mfj’) by treating O.Q D(1— D/
the remaining received signatsj) andxp as noise. This can
, hi]? +1 1
(1) aalhs? D=92"R52 —inin (aR| ,
it <tos (14 o e " M +1 1+ (1~ o)
|h1|? = |hal? x (2[ho|® +1).
= log —— | - (13)
1+ 2|ho| Assuming that the nodes are able to cancel their own

message fronjrg, they can decode each others codeword with

Then the relay maps the decodgﬁ) to another codeword low error probability if

) of size2"R%:’ with Rg) = RSB If the above expression

is fulfllled the relay can decode the mgneﬂl) and cancel it |ha|? (1 — %ﬁf{l)
from the received signal if{11). Thus, we have Rpa <min  log [ 1+ - aﬁllﬁlzpjflﬂth . (15)
JF
¥r = VI—aaxPhy + hoxp + zg. |h B .
2 1+|h’;‘ (1 OLR)
As suggested in the deterministic modgk is not decoded. 1+ _ 2ha|2
Rather, a quantization is performed. The relay uses an aptim THThsF=ar)
. . 2 . . .
vector quantizer of size"": and maps the quantization indexand
2 i
to a codewordk,’. Then the relay transmits_({L0), where |h2|2 . afh‘ﬁlzl Jlrl)
+
A Rf])g < min log e - ) (16)
= - [} +1
S+ 1 fh' S 2lhaf?
Having received the (SQi)gnaI from the relay, noc(i?e)slndB | |h2 - m)
first attempt to decode},’. Since noded knowsx;,’ it can 0g — 2ha2 :
cancel it from the received signal, however ndglés treating t R (-an)



2 2
Therefore, the rate if.{15) and R <] (1 n |ha|*|hs] ) _
=BT TR P TP+ e + 1

Rap 2 1o (1 P = hal® |h2|2> :
= 1+ 2[hsf? With some algebra, we can show that
hol2 (1 . aR\h1|2+1) < |h1|2|h4|2 > 2\
+min<log - |12| aR‘hllthll\‘erl 7 log {1+ i £ [P + P + 1 > log (1 + |h1|?) —log(3)
+ e 2lhel?
|ha|? (1 - m) log <1 + |h2|22|h3|2 5 > > log (14 |ho|*) — log(3).
log [ 1+ 2[ha? ) |hs|? + |ha]* + |ho|* + 1
L+ mmert=an Thus, we are at most withitog(3) bits away from the cut-set
are achievable. With some algebra, we can show that bound, which is strictly better than what we aimed for.
5 2) |ha|? > |h1|*: The following derivations are very similar
) |ha|? (1 - %) to the casehi|? > |hs|? with slight differences. First of all,
min <log 1+ 1+ “ﬁ"jf#?lhzl? ) aa =0 andap andag are now given by
14+
|h2|2 (1_%) ale—% andagr = 2043|h2|22 .
og [ 14 1+\:3|z(17aa) ) |hal |hs|? (2[h1]? + 1)
1+ % While we had amin-operator in the caseéh;|? > |hs|?

> log (1 + |ho|*) —log (3) (cf. 13, here it can be shown thét; [* > ‘h?’lz/(athS‘_zﬂ)
is never fulfilled in this case. Thus, we have to consider only

and |h1]? < 1hsl*/(jns?ar+1) and themin-operator is obsolete.
og (1 + |ha|* = |ho/? Therefore the nodes can decode each other signals with low
1+ 2|hsl? error probability as long as
2
|h2|2 (1 _ OM‘Rh|1h|12\+-f1) |h1|2 (1 _ %)
- TP —or)
+mln<10g 1+ 1+0¢R|h1‘2+12|h2|2 ) RAB§10g 1+ 1+ 2‘}7;'2 R
[hi]?+1 I+ h P (1—an)
1
log 1+ (1 - =) ) and
e 1+ |hi]? + |hol?
I+ 1+|h3\2(21—aR) Rpa <log (M> + RapB.

1+ 2|hq|?
With some algebra, we can show that

2 1
|h1| (1 - 1+\h1|2(1—aR))

IR
L+ i ra—an

> log (1 + |h1]?) — max(2,3).

Thus, we are at most bits away from the cut-set bound.

C. Case |h1|? < |h3)? log | 1+

1) Amplify-and-forward: |ho|? < |hi|?: With oy = ap =
0, the transmit signals from nodd and nodeB reduce to and
X4 = xf) andxg = xg) chosen from a random Gaussian 1+ 7|2 + |hol?
log (

H nRk nR I
codebook of size"/*45 and2m54, respectively. Thus, the 1+ 2[hy)?

received signal at the relay is given by )
Thus, we are at most bits away from the cut-set bound.

> log (1+ |h1]?) —log (3)

> + Rap >1log (1 + |ho|?) — 3

Yr =hixa + hoxp + zR.
Using a amplify and forward strategy, the transmit signal at V. IMPACT OF A DIRECT LINK BETWEEN NODES

the relay is thus given by If a direct link between the node$ and B is present then
1 the system equations change to
XR = 5 5 YR
\/|h1| +|h2| +1 ya = hsxr 4+ hsxp + 22 a7)
Using [2), the received signals at the nodes are given by
h3

ya= ] (hixa + hoxp +2zR) + za Since channel reciprocity is not assumed, in genkesat hg.
V] ;' 2 + The cut-set bound for the deterministic case changes to
4

yB = S Rap < min(max(nq, ng), max(na, ng))
_ ~ + +
First, the nodes cancel their own messages from the received = ng + min((ny —ne)", (n4—1n6)")  (18)
signal. Then, the nodes can decode each other signals with /24 < min(max(nz, ns), max(ns, ns))
(

low error probability as long as =ns +min((ne — ns)", (ng —ns)™). (29)

Y = haxr + hera + 23.

(h1xa + hoxp + 2zR) + ZB.

2 2
Rup < log <1 + [ha || hal > From the cut-set bound above, we observe that as long as
|hal? + [h1]? + |ho|? + 1 ns andng are larger thamax(n,, no, n3, ny4), We can ignore



the relay. If that is not the case, then the relay ignoresdhpe
q—max(min((na—ns)™, (ng—mns)T), min((ny —ng) ™, (n4—
ne) ™), signal levels, withy = max(ny,...,ng), at the relay.
Then, the firsimin((ne —ns)*, (ng—ns)™, (n1 —ng) ™, (n4a —
ne) ™) are routed from the nodes over the relay at an interfer
signal level. The intermediatenin((ns —ns)*, (ng—ns)™) —
min((n; — ne)™, (ny — ng)™)| are routed over the relay or
the non-interfering signal levels.

For the Gaussian two-way relay channel we have
following cut-set bound
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Cip = max min (1og(1 + (1 = pA(Jhs|? + |h1]?)),

lpal<i 10

|hs|? dB1 ° \
log(1 + [hof? + a2 + 2p.alhol ] e A

0.2

Cpa = max min (1og(1 + (1 = p%(|hs|* + |hal?)),
lpB|<1

log(1+ s + [haf? + 2pz|hs| hs] ).

25

The simultaneous transmission from the relay and the nod
causes interference at the respective receiving nodég|lf<
min(|hq|, |h4a]) Or |hs| < min(|hsl|,|hs]), using a simple
block-Markov encoding scheme in combination with backwart
decoding in order to overcome the interference created dy ti
two incoming signals at each node results in the same rat
for the proposed scheme as before. A better exploitation «
the direct link would certainly result in higher rates. Samly,

if |h6| > mln(|h1|,|h4|) and|h5| > min(|h2|,|h3|), i.e. the 0
direct links are stronger than the relay links, the relay an %0
increase the capacity by more than 2 bits. Thus, we can ignc 10
it and still we are within a constant gap to the cut-set bounc Lhal® [dB] -0
The cut-set bound in the interesting case in which the dire:
links are weaker than the relay paths can be upper bound

by (b) Gap forRga
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Cap < min (log(l + |h1]) + 1, log(1 + |h4|2) + 2) Fig. 4. Gap to the cut-set upper bound
=log(1+ |h1]) +1

Cpa < min (log(1 + [h2]) + 1,log(1 + |ha|*) +2) Interestingly, it turns out that the gap is further reduced b
= log(1 + |ho|) + 1. shrinking the channel gaih; (not shown here).

Since the cut-set bound increases to at most one more bit, we

VII. CONCLUSION
are at most 4 bits away from the cut-set bound.

In this paper, we have studied the capacity of the full-
duplex bidirectional (or two-way) relay channel with two
nodes and one relay. We used the recently proposed deter-
In Fig.[@(@) and 4(®), the gap between the rafess and ministic approach to capture the essence of the problem and
Rpa and the corresponding cut-set upper bound is plotté@ determine a good transmission and relay strategy for the
for different channel gains, respectively. Thecoordinate is Gaussian channel. Depending on the ratio of the individual
representing the ratio of the channel gain from the relay tannel gains, we used either a simple amplify-and-forward
node A (i.e. h3) to the reverse direction, i.e. from nodeto Or @ particular superposition coding strategy at the relay.
the relay (i.e.h,), in dB scale. On the-coordinate we have We analyzed the achievable rate region and showed that the
the ratio of the channel and from the noBeto the relay (i.e. Scheme achieves to withid bits the cut-set bound for all
h,) to the reverse direction, i.e. from the relay to ndgl¢i.e. Vvalues of channel gains.
hs = hy), in dB scale. The ordinate shows the gap in bits.

VI. [LLUSTRATION

From the simulations, we observe that the gap is in general APPENDIXA
less tharB bits, which verifies our theoretical results. We also PROOF OFLEMMA(]
observe that for a certain region, the gap is less thhit. This Proof: The basic idea is that by reducing the transmission

region is especially large faRz 4. In the plot, we normalized power at the nodes appropriately, the cut-set bound is not
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