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Abstract—We study a multi-source Gaussian relay network In this paper, we consider relay networks consisting of mul-
consisting of K source—destination pairs having K unicast tiple sources, multiple corresponding destinations, amitim
sessions. We assumg&/ layers of relays between the sources and ple relays. Relays have been traditionally used for extendi

the destinations. We find achievable degrees of freedom of ¢h . irel - ¢ i avéod
network. Our schemes are based on interference alignment ahe ~COVErage In WIreless environments, e.g., amp ify-an

transmitters and symbol extension and opportunistic inteference  (AF) based relays. Although the DoF is upper bounde(gby
cancellation at the relays. For K-L-K networks, i.e., 2-hop for fully connectedK-user interference channels [10], with
network with L relays, we showmin{K, K/2+ L/(2(K — 1))} help of relays it may be possible to improve the DoF also.
degrees of freedom are achievable. FoK-hop networks with K The work [8] has applied theik network results to a two-

relays in each layer, we show the fullK' degrees of freedom are . L .
achievable provided that K is even and the channel distribution hop network with S sourcesD destinations withL relays

satisfies a certain symmetry. between them. Assuming = S = D, they showed that
77— DoF is achievable Notice that whereas a trivial
|. INTRODUCTION upper bound assuming perfect cooperation between relays is

Capacity characterization of multi-source networks is on if L > K, the achievable DoF of~L— converges to
of the fundamental problems in network information theory< only if L — oo. Hence one of the basic questions about
However the capacity is not fully characterized even fdelay networks is the minimum number of required relays
the simplest setting of the two-user interference chantiel [for achieving the optimal’ DoF. The works [11], [12] have
that leads to surging interests and demands on approximadgiressed similar questions and shown that Wittiixed the
capacity characterization. Recently there has been assefie sum rate ofK log(L) 4+ O(1) is achievable ifL — oo 118
significant progress on approximate capacity charactasiza The main contributions of this paper are the follows.

[2], [3], [4], [5], [6]. [7], [8], [9]. The capacity region ofthe o For K-L-K networks, i.e.2-hop network withL relays,
two-user Gaussian interference channel was charactebized we show thatmin {K, % + ﬁ} DoF is achievable.
Etkin, Tse, and Wang within one bit precision [2] and the Hence the optimaK DoF is achievable if.. > K(K —
sum capacityCs (P) of the K-user time-varying Gaussian 1). To show the achievability, interference alignment

interference channel was characterized as combined with distributed interference cancellation gsin
K multiple relays is used over multiple symbols (symbol
Cs(P) = §IOg(P) + o(log(P)) extension) to utilize more diversity provided by time-

varying channels. A similar interference cancellation
technique called interference neutralization was used for
deterministic and non-fading Gaussi2fuser2-hop net-
works [13], [14], where multiple relays are cooperatively
used to cancel interference. In our case, such distributed
interference cancellation is combined with symbol exten-
sion in a more general network.

For K-hop networks withK relays in each layer, we
show that the optimal DoF is achievable ifK is
even and the probability of channel matrix is a function
of its Frobenius norm only. We apply a new technique
called opportunistic interference cancellation where the

by Cadambe and Jafar [5], whei@ denotes the signal to
noise ratio (SNR). That is, the degrees of freedom (DoF) or
capacity pre-log term of thé{-user interference channel is
given by K/2 [l. To achieveK/2 DoF, a new interference
management technique called the interference alignmest wa
used, which minimizes the dimensions occupied by interfer-
ence at destinations by aligning the interference from iplelt
unintended sources. The interference alignment can also bé
used to compute achievable DoF of some other channels such
as theK -user multiple-input multiple-output (MIMO) channel
[6], the deterministick -user interference channel [7], and the
X-network [8] in which each of5S sources has messages for

D destinations, i.e., total of D message sets. 2In [8] it was half of this. Since we assume full duplex relayiim this
paper, we have adjusted it accordingly.

lUnless otherwise stated, we assume time-varying channtieirrest of 3Some assumptions such as the availability of channel stiiemation are
the paper different from ours.
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relays in each layer delay-amplify-and-forward their re- Let us denote the transmitted and received signal vectors
ceived signal vector by waiting for an appropriate channef the m-th hop by x,,[t] = [z1m[t], -+, 7k, .m[t]T and
instance in the next hop such that the overall channel,[t] = [y1,m[t], -, Yx,....m(t]]", respectively. Then the
matrix from the sources to destinations become a scal@gut output relation of then-th hop can be represented as
identity matrix. Hence/{' source—destination (S—D) pairs

can communicate concurrently without interference. This Ym[t] = Hin[t]%m[t] + 2 [t], @
is related to the opportunistic interference cancellat®n \yhere H,, [t] is the channel matrix of them-th hop
finite-field networks [15], but our scheme for Gaussmﬁ,hose( i)-th element is given byhj; . [t] and z,[t] =
relay networks in this paper works differently. For botrr vmlt] -+ s 25, m[t])T is the noise vector of thew-th hop.

cases, opportunistic interference cancellation is applighe channel state information (CSI) is assumed to be availab
and the optimal DoF of Gaussian networks and thg 5| nodes, i.e., each node knokk [t] to H,[t] at timet.

optimal sum rate of finite-field networks are achleveﬁor simplicity, we omit time index in the rest of the paper.
in certain cases. Notice th& (K — 1) relays are again

required to obtaink” DoF. B. Degrees of Freedom

The concept of opportunistic channel pairing can be found The i-th source sends a message € {1,2,...,2"% (")}
in [16], [17], [18] for the finite-field interference channahd to its destination at a rate @t;(P) duringn channel uses. The
in [18], [19] for the Gaussian interference channel, whith fate tuple(R;(P),--- , Rk (P)) is said to be achievable if the
was called ergodic interference alignment. For the mup-h probability of error for all S-D pairs can be made arbitsaril
case, opportunistic interference cancellation was agdiie small by choosing large enough The capacity regio@(P)

finite-field networks in [17]. is the convex hull of the closure of all achievable rate taple
and the sum capacitys.(P) is the supremum of all achievable
Il. SYSTEM MODEL sum rates. Then the DoF is defined as
Throughout the paper, we use notatiochsanda to denote s .. Cs(P)
a matrix and a vector, respectively. The transpose, cotguga ds = Ph_{noo log P
transpose, and Frobenius norm&f(or a) are denoted bA 7,
AT, and||A || (ora?, af, and||a|| ), respectively. The diag- I1l. ACHIEVABILITY FOR K-L-K NETWORKS
onal matrix havingz; as thei-th diagonal element, the; x n; In this section, we consider a two-hop network with =

identity matrix, and thew; x ny all-zero matrix are denoted K3 = K and K, = L and assumd. > K, which is denoted
by diag(as, -+, an,), In,, @nd0y, xn,, respectively. We also by the K-L-K network.

useA anda to denoteN-symbol-extended matrix and vector

consisting ofa[t = 1] througha[t = N], respectively. That is, A- Interference Cancellation and Alignment

A = diag(a[l],--- ,a[N]) anda = [a[1],--- ,a[N]]*. We assume AF relaying. Because multiple replicas of a
i transmit signal interfere with unintended destinationstigh
A. Gaussian Relay Networks multiple relays, we can make the replicas cancel each other b

We study aM -hop relay network having/ + 1 layers with appropriately choosing the gains at relays. Since we assume
K., nodes in then-th layer. The nodes in the first and the lassymbol extension, i.e., we send messages using multiple
layer are the sources and the destinations, respectivilys Tchannel instances, we have vectorized AF, i.e., each relay c
K = K1 = K1 is the number of S—-D pairs. For simplicity, multiply its received vector by a matrix.
let us denote thé-th node in them-th layer by nodg(i, m). 1) AF Based RelayConsider N symbol extension. Then

Form e {1,---, M}, letz; ,,,[t] denote the transmit signalthe received signal vector of theth relay can be represented
of node (i,m) at timet. Then the received signal, ,,,[t] of as

node(j,m + 1) at timet is given b B K _ _
4 ) J 4 yi1= ZHji,lxi,l + Zj1, )
Km i=1
Yimlt] = Z hiimltimlt] + 2j.m{H] wherej € {1,--- ,L} and
i=1 ) )
where hj; ., [t] is the channel from noddi,m) to node Xig = [wia (1), @i [N]]F
(j,m+1) at timet and z; ,,,[t] is the noise at nodgj, m+1) Vii=lyiall],-- -y [N)T
at timet. The noise ?ermsj,m[t] S are mde_pend(_ent and iden- zj1=[za[], 2z [N]]”
tically distributed (i.i.d.) complex Gaussian with zeream
Hji1 = diag(hjia[1], - hjia [N]).

and unit-variance. We assume time-varying channels suath th

hji,m[t]'s are iid. drawn from a continuous distribution angach relay transmitd’ linear combinations of itsV received

Pr(hjim[t] = h) =0 for all h € C. We assume every sourcesignals to the destinations. Specifically, the transminaig
and relay has the same power constrdmt vector of thej-th relay is given by

4The subscriptn in y; ., [t] means then-th hop. Xj2=I5y;1, 3



Hiiavi .{IH”JW symbols via beamforming vectorsgl) to v§N2>. Similarly,
i N ey o B for i € {2,---,K}, thei-th source transmitsv; symbols

v PV ® o Rkl g without beamforming andV; symbols viav’ to v{"*.
/ Hy ol Hyiovi The interference caused by th§ symbols will be cancelled

by using relay coefficients and the interference caused by
: the remaining symbols will be aligned by using transmit
HyoToHo 1 v, beamforming.

B. DoF of K-L-K networks

The following lemma shows that each source can transmit

N7 symbols without interfering with unintended destinations
if we set Ny < minﬂ% N ¢.

where o Lemma 1:Suppose & -L-K network with V time exten-
sion. Then there exidf;’s such that each source transmits up
Tj= : : to min %J ,N} symbols without interfering with
VIN, 1] o [N, N unintended destinations.

Proof: we refer readers to the full paper [20]. [ ]
d Then we apply the interference alignment technique to the

remaining interference and obtain the achievable DoF in the

/

Destination k

Fig. 1. Interference cancellation using relays.

represents the gain matrix of theth rela)ﬁ Similarly, the re-
ceived signal vector of the-th destination can be represente

as L following theorem.
k2 = Zij,zij,z + Zp,2, (4) Theorem 1:Suppose aK-L-K network. Thends >
J=1 min § K, % + ﬁ .
wherek € {1,---, K}. Combining[[(2) through{4), we obtain roof: First of all, we briefly discuss the power con-

L K I straint issue. Since each channel used for transmissisfissit
— N : T T . % . Imin < [Rjim| < gmax and the absolute value of each relay
k.2 ;HkJ’ZFJHJk’lxk’l + i—;#; HijoiHiinXia coefficient can also be bounded between some minimum and
L T maximum values, the noise term ifl (5) does not affect the
+Z 1, oT,%,1 + 7. (5) DoF._ For detailed proof, we refer readers to the full version
R ' of this paper.

. . . . . FOFL>K(K—1) we setN; = 1, Ny = N3 = 0, and
Notice that the first term is the intended signals and thers£coy; _ ;1 Then from the result of Lemnid 1

term is the interfering signals and the third term is the @ois

Jj=1

propagation due to AF based relaying. Note that the followin mm{ { LN? -1 J N} -1 @)
condition guarantees that the interference fromittie source K(K-1)N|’
to the k-th destination {7 k) will be nullified. symbol can be cancelled at each unintended destinatiors Thu
L B K DoF is achievable without symbol extension.
ZijQI‘jHji,l‘_’i =0nNx1- (6) For L = K(K — 1), we setN; = n, No + N3 = 0, and
j=1 N =n+ 1, wheren > 0 is an arbitrary integer. Then
Fig.[d illustrates this. The detailed analysis will be givien ) LN2 -1
Lemma[l. mm{{iK(K—l)NJ’N}Zn

2) Transmission schemé&or transmission, we only use the ) o
time slots where channel gains satisfyin < |hjim[t]] < symbols can be cancelled. Thus the achievable DoF is given
n = 9T, M =
gmax for all 4 andj, wheregnin > 0, gmax > 0, and gmax > n
gmin. Since we assumBr(h;; ,,[t] = h) = 0, the probability sup Kn 1
of slot utilization can be arbitrarily close to one by saitin "
gmin @Ndgmax as arbitrarily small and large, respectively. As For K < L < K(K — 1), we setN; = L%J
a result introducingy,i, and gn,.x does not affect the DoF. . - (NotN3)L—1
For N symbol extension, we allocatd; + N, symbols No = (n+1)7, andN3 = n", and N = 1 +

=K.

K(K-1)—-L

to the first S—D pair andV; + N3 symbols to each of N2 + N3, with 7' = (K — 1)(K —2) — 1, wheren > 0 is an
the remainingk — 1 S-D pairs. The first source transmitgarbitrary integer. Thenv, symbols can be cancelled at each
N, symbols without transmit beamforming and transmiits  Unintended destination because

. LN? -1
5We assume block Markov coding is used at relays, i.e., edak cellects min { \‘m N ¢ > Ni,
N symbols, applies a linear transform, and sends it in the Aetime slots. ( - )

Therefore, there will be one block delay at the relays. Topéifign notations,

we omit block indices. where we use the fact thaf > % + Nj + Ns.



Notice that since the relays transmit linear combinations o WW
their received signals, th&-symbol-extended channel matrix Z H, =

1 Ly H; =
from thei-th source to thek-th destination is given by Uz, Ve VEzU">‘.<U23Véf

L
G = S HyoT
ki Zl kj,2+ jtiji,1, 51 = diag(As, Aoy 5 Ak)
= 3y = diag(A2, Az, -+, A1)
which means one can regard the resulting network as the Ty = diag(As, A, Aa)

K-user interference channel having ti&symbol-extended
channel matrixG ;. Hence the remaining interference from
K — 1 unintended sources can be aligned at each destination.
We apply the interference alignment technique in [5] toralig
the remaining interference and refer Appendix lll in [5] tbe A. Opportunistic Interference Cancellation

detailed proof. Letd;(n) be the number of transmit symbols | this scheme, relays in each layer transmit their received

Fig. 2. Opportunistic interference cancellation usingysl

of the i-th source divided byV. Then, symbols without any modification. However, they transmit
them when the channel matrix of the next hop satisfies a
N1+ No . . . .
dy(n) = N certain condition. Since the relays may have to wait for such
(NatNg)L—1 a channel instance for a long time, they need to store some of
REK-1)L T Nz —1 their past received symbols. To achieve this, we assumd bloc
2 % F Ny + Nyt 1 Markov coding is used at relays, i.e., each relay receives a

B _ _ block of N symbols and transmits them (in a permuted order)
= g(g i)]j\? + LA]]V?’ (i(g 1) + §+ 1). (8) in the nextN time slots. Therefore, there will be one block
(K = 1)(N2 + N3) + (K (K —1) - L—1) delay at each hop. To simplify notations, we omit the block

Similarly, we obtain indices as before. In the following we only describe how a set
of transmitted symbols at any given time at the sources flows

di(n) = N+ N3 through the network.
! N Let x; denote the vector of transmit symbols at any given

LNy + K(K — )Ny — (K(K — 1)+ L+ 1)
T K(K-1)(N2+ N3) + (K(K-1)—-L-1)

time at the source nodes. Furthermore, assume it is traiesimit
through channel matrice®; (first hop) throughH (last
hop). We define the channel pairing rule froHy to Hy
for i € {2,.--, K}. Thus, from [(8) and[{9), the achievableso that the resultingdy ---H; becomes a scaled identity

9)

DoF is given by matrix. Fig.[2 illustrates the basic pairing rule. Applyitiie
X singular value decomposition (SVDH; can be represented
supZd»(n) _K n L _ asH; = UX, VT, whereU consists of left singular vectors,

n = ¢ 2 2(K-—1) 3, = diag{\ A\2,---,Ax} is the diagonal matrix with

ordered singular values, an¥ consists of right singular
By combining the above three cases, we show that tkectors. Then we choose the next hop channel matrix to be
achievable DoF ismin{K,% + ﬁ} which completes H2 = VX,UT, where 3, is given as the singular value
the proof. m Mmatrix of H; by cyclic shifting the singular values, i.e.,

Remark 1:If L > K(K — 1), thends, = K. The achiev- >2 = diag(A2, A3, -, A1). In the same manneii; can
ability is given by Theorenfil1. The converse can be shof determined front,, and so on. Notice that these paired
straightforwardly from the cut-set bound. channels providd ---H, = (ITiz1 M)k meaningK’ S

Let us compare the resulting DoF with that of the decodl, P&Irs can communicate concurrently without interference
and-forward (DF) based relaying of [8], which is given b imilar concepts ofopp(_)rtunistic channel pairing can hatb
KfLL _. Notice that if K < 5 than the AF based relaying'n [18], [19], [16] for single-hop networks and in [15] for

provides better DoF but il > 5 there exist values of. for finite-field multi-hop netwgrks. P
which the DF based scheme is better. Specifically, if the num-l) Definition of Fm(H)' _Let HeC bTe a channel
ber of relays is less thab(K—l)(K—l— KK -6)+ 1) instance whose SVD is given bl = UXV'. Form €

or greater thar, (K — 1)(K — 14 /K (K — 6) + 1), the AF {L,---, K}, we define

based relaying is better and the DF is better otherwise. . [UPP 1P )TV if m = odd
Fp(H) = m—1 m—I\TJt i _ (10)
VP in(Pm-Hiur  if m=even
IV. ACHIEVABILITY FOR K-USERK-HOP NETWORKS
where
In this section, we consider/-userK -hop network having O(k—1)x1 Ik
K nodes in each layer and assuiiieis even. 1 01 (K—1)



is the permutation matrix such that the diagonal elements a@énotes the accumulated noise due to AF relaying Het=
PXP” are equal to the cyclic shift of the diagonal elementd andH,,, = F,,,(H)+A,, form € {1,---, K}, whereA,,
of 3. From the definition,F; (H) is given byH, where we is the quantization error matrix &f,,, with respect taF,,, (H).
assumeP? = Ix. Note that From the definition ofF;,,(H), we know thatA; = Ok« k.
K Then we obtain
[ Fo(¥) = | det(FD)|1x, K
m=1 YK = (H %) |det(H)|x1 + AyorX1 + Zar + 2k,
which is a scaled identity matfix For notational simplicity, m=2

we will use the notatiorPr(F,,(H)) to denotePr(H,, = where
F,,(H)). Form = 1, we will also usePr(H) to denote K K
Pr(H; = H) because? (H) = H. Ay = Z A; H F;(H)
Lemma 2:Suppose that the channel coefficients are i.i.d. =1 =1
drawn from a continuous distribution afit¥(H,,,) is a func- K K K
tion of ||[H,,||» only. ThenF,,(H) is uniquely determined by + Z Z AA, H Fr.(H)
H and i=1 j<i k=1,k+£i,j
K
Pr(H) = Pr(F1(H)) Pr(Fg (H)) T | PN (15)
for all H € CK*X, i=1
Proof: we refer readers to the full paper [20]. [ ]

Remark 2: Suppose that the channel coefficients are i ([\4vhich is the total quantization error matrix. Then the signa
drawn fromCA(0, 1), i.e., Rayleigh fading. TheRr(H,,) is 0 interference and noise ratio (SINR) of theh destination

a function of |H,,||» only. 's lower bounded by

2) Transmission schemetet HA denote the quantized K )2
m|| det(H)| — || A P

channel matrix inA(Z* %% + jZ5*) andH, (H*) denote  g|NR > (‘ [Tz ol det (FD) — | Aot | (16)
the set of allH; whose closest point itk (Z5 %K 4 jzZK*K) T 14 [[AwllEEKP + E([|lzarll7)
is equal toH*, respectively. We further define The following two lemmas show achievable rates when the

Ho(HY) = {H,|H,, = F,,(H),H e #,(H*)} (11) quantization intervalA tends to zero.

] ] Lemma 3:As A — 0, ||A¢¢||r converges to zero.
for m € {2,---, K}. From LemmdP, one can easily derive Proof: we refer readers to the full paper [20]. =
Pr(’Hl(HA)) — = Pr(HK(HA)) S Pr(HA) (12) Lemma 4:As A — 0, the following rate is achievable:

for all H® € A(ZFE + jZI 1), Ry = / log (1 + SINR;) Pr(H)dH — e,

For transmission, we use the chanfg),(H~) only when gonin K<|[H||  <gmax K
guinK < [[H3[p < gmaxK. SincePr(hjim = h) = 0, poe
the probability of channel utilization can be arbitrariliose [15_,~2 det(H)2P
to one by settingymin and gmax arbitrarily small and large, SINR;, = 1 4 —=n==_"1 (17)

. A 1+ F 2
respectively, which does not affect the DoF. + E(lzarlk)

For all H2 satisfying gminK < |H2|[F < gmack, the ande, >0 converges to zero as tends to infinity.
sources transmit their messages to the nodes in the next laye Proof: we refer readers to the full paper [20]. =
through H, € #,(H?) and the relays in then-th layer B

; . ) . i . DoF of K- K-h twork
amplify and forward their received signals to the nodes & th OF OTH-User Op networks

next layer througHt,, € Hm(HA), wherem € {2, -, K}. Based on the previous lemmas, we derive the achievable
That is, we set DoF of the K-user K-hop network. .
_ 13 Theorem 2:Suppose aK-user K-hop network with K
Xm = YmYm—1- ( ) . . . .
] nodes in each layer. IK is even andPr(H) is a function
Suppose that messages are transmitted through a SESISHL | -~ only, thends, = K.
of paruAcuIar channel matriceBl; to Hy such thatH,, € Proof: Because we choose channel matrices satisfying
Hm(H?). Then from 1) and[(13), we obtain gminK < |Hpullr < gmaxK for transmission, the relay
K K coefficients satisfying power constrai® can be bounded
YK = H Tm H H,, | x1 + zaFr + 2k, between strictly positive finite minimum and maximum values
m=2 m=1 Hence the term§[ " _,~2, andE (||z4r|%) in (I7) does not
where affect the DoF.

Let us now considedet(H) in (I7) that can be represented

K [ K K
zar=Y_|[]w | [ T]H ]z (14) as
=i

i=2 \j=i K
det(H) e Z hijCij,
8 In this paper][*_, A, denotesAx Ax 1 --- Aj. =



where h;; denotes(i, j)-th element of H and C;; is the [19] S. A. Jafar, “The ergodic capacity of interference rwks,” in
C(.)faCtor’ which is a function OUk#i’l#{hkl}' Hence.’ for [20] grx\xllgsécl)zogoiogﬁﬁrﬁgbasg?A Jafar, “Degrees @doen of multi-
givenC;; to Cjk andh;s to hyi, det(H) becomes zero if and source relay networks” in preparation.
only if
_ hioCig + -+ + hix Cix
C; '
However this event occurs with probability Therefore, this
does not affect the DoF and we can show DoF Fofis
achievable. For detailed proof, we refer readers to the full
version of this paper. The converse can be shown similarly as
in Remarkl, which completes the proof. [ ]
Notice that, from Remaikl 2, the network with i.i.d. Gaussian
channel distributions is a special class of Theokém 2.

hil =
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