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Abstract— This paper considers a two-hop interference net-  However, both [2] and [4] only considered decode-and-
work, where two users transmit independent messages to thei forward relaying and focused on the weak interference case
respective receivers with the help of two relay nodes. The {4 poih hops, i.e., the interference link gain is less tham t

transmitters do not have direct links to the receivers; instead, direct link in. In thi tudy th del d
two relay nodes serve as intermediaries between the transttérs Irect fink gain. In this paper, we study the model under

and receivers. Each hop, one from the transmitters to the relys various parameter regimes using decode-and-forwardinglay
and the other from the relays to the receivers, is modeled as a as well as amplify-and-forward relaying. [2] and [4] also

Gaussian interference channel, thus the network is esseatly a  suggested that, if the interference channel in the first fasp h
cascade of two interference channels. For this network, actvable strong interference (interference link gain greater thaacd

symmetric rates for different parameter regimes under decde- . . L
and-forward relaying and amplify-and-forward relaying ar e link gain), by the standard results for the classic intenfiee

proposed and the Corresponding Coding schemes are Carefyj” Channel, itis Optlmal for the two relayS to decode both users
studied. Numerical results are also provided. messages. Contrary to this, we will show in later sections

that this approach can be easily outperformed by switching
the roles of the two relays which essentially converts the
The wireless mesh networks are being extensively studistlong interference channels to weak interference chanret
recently due to their potential to improve the performarnu@ aamplify and forward, we demonstrate that the end-to-eral rat
throughput of the cellular networks by borrowing the featur may exceed the naive use of cut-set bound which applies to
of ad-hoc networks [1]. The two-hop interference networénly the decode and forward approach.
was recently proposed to model the mesh network from anThe rest of the paper is organized as follows. In section II,
information theoretic perspective [2]. The model is in @ge we introduce the model for the two-hop interference network
a cascade of two interference channels: the transmittens cdn section Ill, we focus on the end-to-end transmission rate
municate to two relay nodes through an interference chanmeld analyze the decode-and-forward relaying scheme for the
and the two relay nodes communicate to the two receivarstwork under different parameter regimes. In section 1V,
through another interference channel. we analyze the amplify-and-forward scheme under various
In [2], the authors studied the achievable region for thgarameter regimes. Section V provides numerical examples
model where the relays apply decode-and-forward schenme. k@ compare various proposed coding schemes. Concluding
the interference channel in the first hop, since the messagemarks are given in section VI.
of the two users are independent, the largest achievahienreg
to date was proposed by Han and Kobayashi [3]. The basic
idea is for each user to split their message into two parts: th The standard two-hop interference network is a cascade
private message, which is only to be decoded by the intenddfdtwo interference channels with direct transmission link
receiver, and the common message, which is to be decogégfficient equal td, as shown in Fig.]1.
by both receivers. Although the unintended user's common
message is discarded by the receivers in the classic irdade

|I. INTRODUCTION

Il. CHANNEL MODEL

channel model, [2] made use of this common message atithe X, 1
two relay nodes as knowledge of them can help boost the ra@D *W1
in the second hop through cooperative transmission. Irtfj2], a1
authors proposed the superposition coding scheme for each
relay node to transmit not only the intended user’s privaig a as fL
common messages but also the other user's common mes 79 X2 $ ' RY @W
in order to obtain the coherent combining gain of the common 1 2
message at the intended receiver. Fig. 1. Two-hop interference network in standard form

[4] also considered the two-hop interference network
model. Instead of considering the end-to-end transmissionTransmitter 1 {;) has messag®; € {1,2,---,2"%} to

rate, the authors focused on the the second hop and expldrediransmitted to destinatio®; and transmitter 271,) has

the possibilities for the two relays to utilize the commomessagél, € {1,2,---,2"%2} to be transmitted to destination
message from the unintended user and proposed multifile. a1, a2, by andby are fixed positive numbers};, Z,, Z3
transmission schemes, such as MIMO broadcast stratetyy, dand Z, are independent Gaussian distributed variables with
paper coding, beamforming, and further rate splitting. zero mean and unit variance. The average power constraints
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for the input signalsX;, X», X3 and X, are P11, P12, P>; isthe decoding of the private message treating the otheatpri
and P»s, respectively. message as noise.

In order to simplify the analysis of this complicated chdnne For the second hop, [2] proposed superposition scheme at
model and better compare our results with the existing ondise two relays such that coherent combining can be achieved
we follow the convention of [2] and [4] by only consideringat the destinations. This scheme was outperformed by the
the symmetric interference channels, i.e., dirty paper coding (DPC) scheme proposed in [4] for the very
weak interference case, i.e., whérs very small. The idea

— A
a1 = az : 1) is for the two relays to encode one of the common messages
by =02 = b (2) using DPC, thus treating the other common message as known

PL=Ps & P (3) interfer_ence. Therefo_re, _this known interference will aﬁt_act _

Py =Py 2 P (4) the unintended destination. However, due to the nonliteari

of the DPC, the dirty paper decoded common message cannot
In addition, we focus primarily on the symmetric rate, ithg be subtracted out. Thus, [4] also suggested to dirty papd co
case withR; = Ra. the private message treating both common messages as known
interference. Besides, the common message that is treated a
known interference is decoded at its intended destination b
In this section, we propose capacity bounds for the tw@eating the other common message (dirty paper coded) 4s wel
hop interference network in various parameter regimesgusigs the two private messages as noise. Since either common
decode-and-forward relaying. Under the full duplex candit message can be dirty paper coded against the other common
the transmission is conducted across a large number Of$)|0q+ﬁessage, there are two transmission modes and one should
In each block, the relays receive the new messages of the glifre share between them to maximize the sum rate [4]. Again,

rent block from the transmitters, and transmit the inforiorat by only considering the symmetric rates, the achievablesrat
of the previous block to the desitnation. We assume the numbg@der the DPC scheme for the second hop are [4]

IIl. DECODE AND FORWARD

of blocks is large enough to ignore the penalty incurred & th . 3P,

first and the last blocks. R"? = 2 7

! poPC = (1 n b?ﬁp) ")

Al0<a<l,0<b<1 R® 1 [(1-0bY)%BP? N 2(1 + )3 P, ®)
In [2], the authors proposed achievable transmission rates™ ¢PF¢ 2 o8 o3

for the case that both hops have weak interferenceadi.€..l  \yhere 3P, is the power allocated to the private message,
andb < 1. Specifically, they applied Han-Kobayashi's schemgg = 1+ (1 + b%)BP, since the private messages from both

to the first hop by splitting each user's message into twosparfisers are treated as noise when decoding common messages.
namely, ¥, into private messag#y, € {1,---,2"} and @) is decoding the private message treating the othersuser
common messag#/. € {1,- - -, 2"} and W into private private message as noise, since the effect of the two common
messagdls, € {1, - -, 2"} and common messad€s. € messages disappears due to the DRC; (8) is from the opti-
{1, -, 2"}, Each relay not only decodes the private anghization problem which maximizes the sum rate of the two
common messages from the intended user, but also decog§smon messages.

the common message from the other user. Since the Han, the DPC scheme, the common message that is treated as
Kobayashi region is based on simultaneous decoding of fgown interference is decoded by its intended receivetitrga
three messages (1 private message and 2 common messaggs)other user's common message and private messages as
which is very complicated to compute, [4] simplified it byngise. However, when the interference link of the second hop
proposing sequential decoding: each relay first decodes H@S stronger, i.eh gets larger, the interference incurred by
two common messages, subtract them out, then decode §h}¢ common message and private message from the other user
private message. By restricting the analysis to the symiety,ay pe too strong to be treated as noise. Therefore, it may be

. 1 1
rate [4], i.e.,Ri, = Rop = Ry, Ric = Roc = RS, we have peneficial for the receivers to decode the common message

achievable rates in the first hop and even the private message from the other user, like in
. aP; the strong interference channel, whose capacity is thatef t
RV =+~ <m> (5)  compound MAC. To make the coding scheme more general,
agdlp | ((1+a)aP we do not let the receivers decode all the private messages.
R =min {7 ( g 1) 57 (702 1)} (6) Instead, we further split the private messddg, from the
1 1

first hop into two partsi?y,, € {1,2,---, AL andWiy. €
whereaP; is the power allocated to the private message add, 2, ---, 2"Fir<}, whereWy,,, is the sub-private message only

aP, = (1 — a)Py is the power allocated to the commordecoded at the intended receiver, afig,. is the sub-common
messager? = 1+ (1+a*)aP;. v(z) is defined as; log(14+z). message decoded at both receivers. The private me$ggge

The superscript “(1)” denotes the first hopl (6) is from this split in the same fashion intdV,,, and Wa,.. There
capacity region of the MAC channel consisting of the tware five messages (two common messages, two sub-common
common messages, treating the private messages as hdisen@ssages and one sub-private message) to be decoded by each



receiver, which yields very complex expression for the rafellowing optimization problem:

region if we use simultaneous decoding. Instead, we wilpado

sequential decoding and fix the decoding order as follows: B = aglea[gl]R + R (18)
first, simultaneously decode the two common messagjes M p) @ p@)
andWs,, subtract them out; second, simultaneously decode the S.U(Ry, Re) € R(Rp e )QR(RP , R )(19)
two sub-common messag#s,,. andWs,., subtract them out;
third, decode the sub-private message,, by receiver 1 (or
Wa,, by receiver 2). Consequently, the symmetric achlevad% }gefmed

where R( ) and R" are given in [(b)(B). R(R(Q) R(z))
as the convex closure of the union of

2 2
rate reg|on is (2 p,DPC"» R£ %)PC) and R(Rp MAC» R£ MAC) where
R( E)PC and R( },PC are given in[(){(B), ancR MAC and
R, y (V/Pa1 + by/Pe2)? ) Rffl)u ¢ are given in[(IB)E(7).
- 1 + (1+ )P,
B.a>1,b>1
Reo< o (W2 “’Vz )) (10 | | |
1+ (1+0%) If the first hop has strong interference, i.e.>> 1, both [2]
oR. < (VP + b\/ 2)? + (VP2 + b\/Pe1)? (1 and [4] let both relays decode both users’ messages in the firs
e =7 + (1 +b)P, ) hop, as this is the optimal scheme for interference channels
with strong interference. Using this scheme, for the symimet
Rpe < v (1 n 1+ bz P,,,,) (12) rates(R; = Ry = RM), we have
b2P, €Y
e < Fe 13 R < () (20)
Rp - ’Y(l 1+b2 Ppp> ( ) R(l) < 2P 21
5 < q(@*h) (21)
(14+0%)
me < o (Traie) (1 RO+ RO < 5(P +a*P) 22)
Thus,
B <3 (H—T) (15)

R =i (5(P). 321+ a7 23)
where powerP, is allocated to the private message, is 2
allocated to the intended common messae, is allocated
to the interfering common message, aRg+ P + P2 =
P,. Also, P, is for the sub-common message aRyg}, is for
the sub-private message ait). + P,, = P,. If we fix P,
and maximizeR. under P,; + Py < P> — P,, the optimal

In other words, for very strong interference cae> 1+ Py,
RW =y(Py); for1 < a? <1+ P, RV = iy((1+a*)Py).

After the first hop, since both relays have knowledge of
both users’ messages, the second hop reduces to the Gaussian
vector broadcast channel with per antenna power constraint

* (A4D)*(Pa—Pp) i _ — . . . .
R 2'7( )7, ) is achieved wherP.; = Po = for which we know the DPC scheme is optimal. By time
§(P2 — P,) [4]. Therefore, the symmetric rates for the seconsharing between the two DPC modes and maximizing the sum
hop under the MAC scheme is rate, we obtain the achievable symmetric rate for the second

hop

R(Q) = max {min [W (b%yﬁPg) 17 (7(1 ki b2)OéBP2):| 1

pMAC T T o3 )2 o3 R® =~ ((b* — 1)*P} +2P5(1 + b?)). (24)

2
_aph 16
T 1+ b2aBP, (16) Therefore the achievable rate for the entire network is
1 (1+0)23P, R P2

rR® - (TP Pr2 17 R = min{RW, R, 25

The above analysis seems to be a natural way to deal with
whereos =1+ (1 +0%)aP; ande, 3 € [0, 1]. the strong interference case, and for each hop, the trasismis
This scheme is more general than the cooperative traggheme is optimal. However, optimality in each hop does not
mission scheme in [2] in that we further split the first hop'guarantee optimality of the entire network. Indeed, for the
private messages into two parts in the second hop. This sehesptire system, the combination of the two optimal schemes
is similar to the “layered coding with beamforming” schemg no longer optimal. An easy way to outperform the above
in [4], with the difference that we only consider the cohérecheme is to switch the role of the two relays. Specifically,
beamforming here and disregard the zero forcing beamf@miwe make relayR, as the “intended” relay for the first user
scheme which proves to be always worse than the DPG, and relayR; as the intended relay for the second user
scheme. T». In this way, the first hop is converted into an interference
Theorem 1. The achievable symmetric rat&{ = R, = R) channel with weak interference. Consequently, the secopd h
for the symmetric interference network is the solution te this converted into another weak interference channel asrshow



in Fig[2. After some simple scaling, this two-hop networlndb > 1:

becomes
Y, = X+ éxrz + 7, (26)
Y2/ = %X1+X2+Z; (27)
Y, = Xs+ %X4 + Z, (28)
Y, = X+ X+ Z, (29)

b

where Z,, Zy, ~ N(0,1/a?), Zs,Zy ~ N(0,1/b?) are

independent.

Z3
Wi b Y3 .
Wi
N
Wy

Fig. 2. Two-hop interference network transformation

Y,
e M

R = max R, + R, (36)
a,B€(0,1]
st(Ry, R.) € R(RM, RY) N R(RP, RP)Y(37)

where Rél) and R{" are given in [IED)EEl)R(R(z) R ))

is defined as the convex closure of the union of
R(R;(?;)PC”RS:QI))PC) and R(R( 1)\4AC’R£2])\4AC) Where
R(%PC and RC ppc are given in [(BR)E(33), and%p MAC
and RC wac are given in[(3K4)E(35).

Note that whena = g = 0, let R(Réz),R,(f))
R(R;%PC,RS{)PC), the rateR defined in [[(36) reduces to
that of [25). SinceR(RéQ),Rff)) is always a superset of
R(R;(B:)PCvRSJ):)Pc)’ the achievable rate _(P5) is always a
subset of[(36).

C.O0<a<lb>1

For the first hop, it is a weak interference channel, the
transmission strategy is the same as dase llll-A: the Han-
Kobayashi scheme. Thus, the symmetric achievable rate is
(Rél),R,(:l)) given in [B)-[6).

For the second hop, we can still use DPC scheme, thus

yielding rates(R\’), pc, R*) ) given in [7)-8). Now con-

Therefore, this strong interference two-hop network regucsider the MAC scheme. From the standard result of strong
to casd I[I-A where both hops are weak interference channdrgerference channel, the capacity is achieved when bathsus
Using Han-Kobayashi scheme in the first hop and combinifigessages are decoded by both receivers, as in the case of
DPC and MAC in the second hop, and going through the sa®@mpound MAC. Thus, for the MAC scheme proposed in

derivation, we obtain the symmetric rates in the first hop

2
(1) _ a OéPl 30
Rp i (1 + CYP1> ( )
, abP,. 1 1+ a?)aP,
R(Y = min {W(G—zl)a 37 (%)} (31)
1 1

wherea € [0,1] ando? =1 + (1 + a?)aP;.
The symmetric rates in the second hop under DPC is

2
(2) B b= B Py
RP,DPC = 7 (1+5P2) (32)
1 b2 —1)25%2P2  2(1+ b?)BP.
RSJ)DPC = 37 <( 0)4 2+ ( 02) 2>33)
2 2

whereg € [0,1] ando? = 1+ (1 + b?)BPs.
The symmetric rates in the second hop under MAC is
dﬂPg) 1 <(1 + b2)dﬁP2>}

R(2I\{AC = max min |y 5 5
P 93 g3

27

bQOZ/BPQ
+7<1+0<ﬁpz)} (34)
2) 1 (1+0)23P,
eMac = 57 (m) (35)

whereo? =1+ (1 +b%)aBP, anda, B € [0,1].

section[-4, we should modify it by letting both receivers
decode all the messages, both private and common, instead of
further splitting the private message. As such, we should se
a = 0 in (@6)-(I1). Also notice thab > 1, the symmetric
achievable rates for the MAC scheme become

win {~(372), 32((1+ )P | (38)

R 1 (a+ b)*B P,
MAC 2°\1+ (14 b2)5P,
Therefore, for the casé < a < 1,b > 1, the symmetric

achievable rate for the two hop network has the same form

of that in Theoreni 1, except thdip waAc and R( Mac are

given in [38){39).

D.a>1,0<b<1

If we stick to the roles of the two relays, for the first hop,
the two relays should decode both users’ messages; for the
second hop, we apply DPC scheme for the weak interference
channel. However, similar to caeTll-B, it can be verifiedtth
this scheme is easily outperformed if we switch the role of
the two relays. Consequently, the first hop becomes a weak
interference channel and the second hop becomes a strong
interference channel. We can directly apply the resultsnfro
casd II-C, with only minor modifications: change the chdnne

gainsa and b into < and ; respectively, and change the

(2)
Rp,JWAC

(39)

Theorem 2: The solution to the following optimization variance of noiseZ; andZ2 to 2, and change the variance of

problem is achievable for the two-hop network when> 1

noise Z3 and Z, to ;5. Thus, the total symmetric rate of the



two hop network becomes the same form of that in Theoreflhe minimum channel uses needed in the second hop is
2 2 . .
except thatR;(y,])WAC and Ri,z)wxc are given in[(4D)E(41).

R}(}) R

@ 2apy | 2 Ny = Ni-max | —57, 5 (44)
Rp,MAC = min ’}/(b BPQ), 2’7((1 + b )BPQ) (40) Rp Rc

@ 1 (1+b)2BP; Therefore, the overall rate achieved for the entire system i
R = Zq|l——"" 2 41

eMAe 2! (1 +(1+ bQ)BPz) “h (R + RN, Ry + R

For the second hop, the DPC scheme and the MAC scheme R= N1 + Ns - RY R (45)
are both needed for all the parameter regimes. Neither sshem 1 4+ max RP’ RO

can dominate the other.
From the previous analysis of the four parameter regimes,Theorem 4: R* = max R is the achievable symmetric rate
we have the following theorem. (R1 = Ry, = R*) in the half duplex two-hop interference
Theorem 3. For the two hop interference network with thenetwork, whereR is defined in [(4b).
transmission scheme of decode and forward relaying, if the
first hop has weak interference, one should apply the HK IV. AMPLIFY AND FORWARD

scheme directly; if the first hop has strong interferencés it | thjs section, we focus on the transmission rates achieved
always favorable to convert it into a weak interference clehn by amplify and forward relaying. We show that this scheme

by switching the roles of the two relays, as in Fify. 2, and thefhn outperform decode and forward relaying under certain
apply the HK scheme. In other words, with strong interfeeengqgitions.

in the first hop, rate splitting after role switching of theatw g, amplify and forward relaying, we still focus on the

relays can always achieve a rate region no smaller than tQ?anetric channel model as defined [ (T)-(4).
achieved by both relays decoding all the messages without

role switching. A. In-phase Relaying
Proof: If the two relays do not switch roles, for strong
interference in the first hop, the optimal scheme is for bo

the two relays to decode all the messages of the two us Bteived signals with the same polarity. This is the usual

Th:n, the optlmhal Tﬁn\jgebfor ctjhe secfc])nd h|°pH'S to use Ea?ﬁplify and forward scheme and we emphasize in-phase here
scheme as in t € roadcast ¢ annel. However, t §8%contrast with the out-of-phase approach described. later
schemes are special cases of the transmission schemes i NeCfir st hop, the received signals at the relays are

switch the roles of the two relays and apply the HK scheme ’

We first analyze the achievable rates for the so-called in-
ase transmission, where the two relays simply scale their

to the first hop(simply by allocating zero power to the prévat i = Xi4+aXe+ 24 (46)
messages after rgte splitting). Therefore, role egchamg@é Yy = aXy+Xo+ %o (47)
two relay nodes is always preferred for strong interferance
the first hop. m If they use the full power for amplifying in the second hop,
E. Half Duplex we have

If the transmission is conducted in the half duplex fashion, X3 = h (48)
the two relays cannot receive and transmit at the same time. X, = Yy (49)
In this case, the transmission in the two hops cannot proceed
simultaneously. When transmitting in the first hop, the yglawherec = (Hafﬁ. Therefore
are in the listening mode and the two uséfls T, transmit
their messages withV; channel uses to the relays. In the Y3 = Yi+beYy+ 23 (50)
second hop, after decoding the received messages, the two Y, = beY1+cYa+ 2, (51)

relays Ry, R, transmit with N channel uses to the two .
destinationsD;, D». Thus, the transmission schemes discuss&e" scaling,

for the full duplex case can be directly applied to the half Y3 — (14 ab) X1+ (a+b)Xo+ Z1 + bZs + Z3/(52)
duplex case, only with the overall rates reduced due to the_ 7
extra channel uses needed. Y, = (a+b)X1+ (1+ab)Xy+bZ1 + Zy + Z4/(53)

Following the schemes proposed for the full duplex modgy e to the fact that receive®, and D, do not talk to each

we always do rate splitting and transmit private as well ggher, we can modify the model iE{52)=(53) to the following
common messages in the first hop. Thus, both private agde without affecting its capacity region:
common messages should be successfully delivered to the

destinations in the second hop, which yields: Vs = (1+ab)X)+ (a+b)Xo + Zy (54)

RMN, < RPN, (43) whereZs, Zy ~ N(0,1+b2+1/c?) are independent variables.



1) Srong Interference: It is clear that the model if(54)- Again, by using full power at the two relays and making
(55) will be a strong interference channeldf+ b > 1 + ab, the relayed signals out of phase b§0°, we have

ie., Xs = —evy (65)
{a<1,b>1} or {a>1,b<1} (56) Xy = Yo (66)

For this model, the optimal scheme is for the two receivers Wherec = , / 2357 Therefore,
decode both users messages, and the capacity region is known

as Ys = —cYi+bcYs + Z3 (67)
Yy, = —bcY; Yo + Z 68
R (14 ab)?P 57 ! ezt (68)
=7 110211/ (57)  which, after scaling, is
2 ’
Ry < ( (1 ﬂ;ab) P12) (58) Ya = (ab=DXi+(b—a)Xa— Z1+bZ + Zs/(69)
1+b2+1/c Y, = (a—b)X1 —(ab—1)Xs — bZy + Zo + Zs/470)
2 2
(1+ab)* 4+ (a +b)*) P, ) )
Ri+ Ry < 1+02 1/ (59) SinceD; and D, cannot talk to each other, we can modify the
model [69)4(7D) to the following model with the same capacit
Thus, the symmetric achievable rdt8; = R, = R) is region:
2 2 2 o — — ’
R — min {7 (1(1:3?1/1?2) ’ %7 (((Hlﬁb;ﬁ;@ )Py )} Ys = (ab—1D)X14+0—-a)Xo+ Zz:, (71)
(60) Yo = (a—-0)Xi+(1—-ab)Xo+2Z, (72)
~ 2) Weak Interference: On the other hand, il +b <1+ab, \wherezs, Z, ~ N(0,1+ b2+ 1/¢?) are independent random
e, noises.
(a>1,b>1} or {a<lb<1} (61) 1) Strong Interference: For model [ZI1){(7R), this becomes

a strong interference channel|ifb — 1| < |b — al, i.e.,

the model[(54)E(35) becomes a weak interference channel, fo {fa<1,b>1} or {a>1b<1}. (73)
which the Han-Kobayashi's scheme is the best known scheme.

Similar to the analysis il II=A, the symmetric private ratied This is exactly the same condition as the strong interferenc
common rate are case in section IV-A. Similar to the analysis[of T\-A, we can

express the symmetric rate for the strong interference aase

(1+ab)?aP;
R 62 . —ab)? )P (a)?
po=7 ((a Fh2aP, 42+ 111/ R Iy (fs ) 3 (U=l ) ).
. (a+b)2aP\ 1 (o3 (74)
R < minqgy T 197 0_% (63) Obviously, the rate in[{14) is less than that[in]l(60). Thus, fo

amplify and forward relaying, under conditidn {73), we shibu
whereo? = ((1 + ab)? + (a +b)?)aP; + b+ 1+ 1/c* and employ in-phase relaying at the two relays.

03 = ((1+ ab)? + (a + b)?)aP;. The symmetric rate for the 2) Weak Interference: When |ab — 1| > |b — a|, the model
whole system is (71)-(72) becomes a weak interference channel, i.e.,

R= m[ax]Rp—i—Rc. (64) fa>1,0>1} or {a<1,b<1} (75)
ac|0,1
o _ _ which is also consistent with the condition of the weak
It is interesting to note that for the method of amplify an¢hterference case in sectidn I¥-A. Using Han-Kobayashi's
forward relaying, the analysis also shows the four paramet&heme, we get the symmetric private rate and common rate
regimes can actually be divided into two categories, in the (1— ab)2aP
_ ) >

sense of transmission and decoding schemes, where R, 7< > > o
1,b < 1) and (a > 1,b > 1) belong to one category, and (@—b)?ab + b2 +1+1/c
(a < 1,b > 1) and (a > 1,b < 1) belong to the other min {7 ((1—ab)2aP1) 17 (0_§>} 77)
category. This coincides with the analysis of the decode and o? "2\ o3

forward relaying in the previous section. whereo? = ((1 — ab)? + (a — b)2)aP; + b2 + 1+ 1/ and
o5 = ((1 —ab)? + (a — b)?)aPr;.

Comparing rates of (I6)-(¥7) and that &f (62)1(63), it can
Besides in-phase relaying, the two relays can also purposbe easily verified that whem = b andab >> 1(or ab << 1),

make the relayed signal out of phase by exad#y°, i.e., (Z8)-(Z1) will outperform[(6R)E(B3).

change the sign of the relay output. We show in this subgectio If we consider this two hop interference channel network as

that this scheme can have very nice performance underrertaio water pipes cascaded with each hop as one pipe, it is very

conditions. nature to think the total throughput of the entire systenmuiho

(76)
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be bounded by the capacities of both pipes (e.g., min cut), V. NUMERICAL EXAMPLES
which is exactly the case for the decode and forward relaying
However, for the amplify and forward relaying, we show that . _ .
this natural analogy is not valid, i.e., the total throughpan aforwarq relaylr;g,_tv_vher the thefﬂrst(??p ha_? Etr;;ng |Tterfefr-
be larger than the capacities of both “pipes”. ence, i.e.a > 1, it is always preferred to switch the roles o

If a — b, the model[[71)[(72) becomes two parallel AWGI\}he two relays and convert the channel into a weak interéaren
channels ’and the rates for both channels are the same: channel. Without loss of generality, we only focus on thekvea
interference case of the first hop, i.e.< 1. First, we compare

R=x (%) =~ ( (1—a®)?Pi Py ) (78) the effect of the two schemes in the second hop, namely DPC

l1+a®+1/c? (I4+a®)(P1+ P) +1 scheme and MAC scheme, under different channel parameters
If @ = b > 1, according to Theorerl 3, the capacity ofor the decode-and-forward relaying.

each of the two hops is always less than or equal to that

of the transformed channel where we switch the roles o . Nl A , N Sl

the two relays, thus converting the strong interference int

weak interference for both hops. Therefore, without loss of

generality, we only consider the case whega b < 1. For the

interference channel of the first hop, by [5]-[7], the chdnne

has “noisy interference” when

For both decode-and-forward relaying and amplify-and-

symmetric rate R
symmetric rate R

1. 1 1
a(a2P1—|—1) S —|.e.,P1 S _ __1 (79) 04 o3 0§ 07 08 08 1 0 01 o0z 03 o 25
2 a? \ 2a (@) (b)
Under noisy interference, we know the sum rate capacity o P=12,P,5,b=15

the channel [5]-[7], which is achieved by treating the other
user’s signal as pure noise. Thus, the corresponding syricmet
capacity is

symmetric rate R

o= (17em) (80)
If P, = P, the symmetric capacity of the second hop is e e
alsoCy = C, = v H’;—gplg. In order for the rate[{78) to (Ca)
exceed the capacity of both hops fBr = P, i.e.,

Fig. 3. Comparison of DPC scheme and MAC scheme in the secopd h

(1-a?)?P P, P, for the decode-and-forward relaying.
¥ 5 >\ —55 (81)
(1+a)(P1+P2)+1 1+a%P;

we need to satisfy Fig. 3 (a) shows that when the interference gain of the
second hopb is very small, the DPC scheme is dominating
1+4a® —a* + /(1 + 4a® — a*)? + 4a?(1 — a?)?

> (82) for a € [0,1] and the symmetric rate for combining DPC
2a2(1 — a?)? and MAC will coincide with that of DPC scheme only. The

Combining [79), we get difference between DPC and MAC becomes dramatic when
a > 0.5. That is because in this regime, the HK scheme will

27 4 —_ —_ . e . . . .
Lt —a ﬂ/&t?iaf;z)zﬂaz(l a?)* <P <4 (% — 1) produce significant amount of common information in the first

a2
(83) hop, and MAC scheme requires the common information to

We can easily check that when is close to 0, the lower be decoded by both receivers, which negatively affects the
bound of [83) isO(a%) and the upper bound df (B3) @(aig), total rate sincé is small at the second hop. However, wtien
which indicates that whea is close to 0, suct; does exist. gets larger, as shown in (b), MAC scheme will beat DPC for
For example, wher: = 0.15, the bound in[(83) becomesa < 0.5 but will be outperformed by DPC fag > 0.5. Since
51.6 < P; < 103.7. for a < 0.5, there is significant amount of private messages

The above example is far = b < 1. Similarly, fora = produced by HK scheme in the first hop, which will be treated
b > 1, due to the previous analysis that these two cases asenoise in the DPC scheme, but will be partially decoded in
essentially identical (by switching the roles of the twased), the MAC scheme, thus MAC will perform better. However for
it can be verified that whea = b >> 1, the transmission rate ¢ > 0.5, the common messages from the first hop dominates.
for the whole system can also exceed the capacity of edsimce DPC scheme can cancel the interference effect of other
individual interference channel. The details are omitteceh user's common messages, this advantage beats the MAC

Although the above results are obtained for= b, we scheme where the common messages need to be decoded by
comment that even whea # b but are close, one can stillboth receivers whem is not strong enouglip = 0.8). Note
find parameter regimes for which the out-of-phase schemetlist the combination of DPC and MAC will outperform both
favored, i.e., has a larger symmetric rate. of the individual schemes fot > 0.5 because of the time
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sharing effect of the two rate regions. Whéngets strong : :
enough as in (c), the MAC scheme will far outperform DPC
whena is small, but will be close to DPC whangets larger.

Next, we show in Fig[]4 the comparison of decode-and:
forward relaying and amplify-and-forward relaying (both i
phase and80° out of phase) in low SNR regime.

symmetric rate R

symmetric rate R
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Fig. 5. Comparison of decode-and-forward relaying and dynphd-forward
relaying in high SNR regime

symmetric rate R

T the roles of the two relays so that the channel is converted to
N weak interference channel with interference gainl pf, and
©) the strength of the second hop is also changed accordingly.

For the decode-and-forward relaying, the DPC scheme and
MAC scheme are both needed for the second hop. The
combination of the two may sometimes outperform both of the

It can be seen that for the low SNR regime, wids small, individual schemes due to the time sharing effect. Generall
the amplify-and-forward relaying scheme (for both in phad¥®Wever, DPC scheme dominates wtiers small and MAC
and 180° out of phase) will always be outperformed by th&cheme dominates whenis large. _
decode-and-forward scheme, as shown in (a) and (b). When N€ comparison of decode-and-forward relaying and
b gets strong enough, as shown in (c), the in phase amp“ﬁlmpl!fy-and-forward relaying showed that decode-qndv&ld
and-forward relaying may outperform, but not by much, th@laying always has better performance except whenclose
decode-and-forward scheme wheris close to 1. In other © b in the high SNR regime.
words, for the low SNR regime, decode-and-forward scheme REFERENCES

is preferred over amplify-and-forward scheme. However, . )
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Fig. 4. Comparison of decode-and-forward relaying and dynphd-forward
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VI. CONCLUSION [7] V. S. Annapureddy and V. V. Veeravalli, “Gaussian inezeince networks:

Sum capacity in the low interference regime and new outenti®wn the
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for the two hop interference network under various channel
parameters regimes. Our analysis shows that if the first hep h
strong interference, i.eq, > 1, it is always beneficial to switch
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