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Abstract

We consider a half-duplex diamond relay channel, which consists of one source-destination pair

and two relay nodes connected with two-way rate-limited out-of-band conferencing links. Three basic

schemes and their achievable rates are studied: For the decode-and-forward (DF) scheme, we obtain the

achievable rate by letting the source send a common message and two private messages; for the compress-

and-forward (CF) scheme, we exploit the conferencing linksto help with the compression of the received

signals, or to exchange messages intended for the second hopto introduce certain cooperation; for the

amplify-and-forward (AF) scheme, we study the optimal combining strategy between the received signals

from the source and the conferencing link. Moreover, we showthat these schemes could achieve the

capacity upper bound under certain conditions. Finally, weevaluate the various rates for the Gaussian

case with numerical results.

Index Terms

Diamond relay channel, conferencing, decode-and-forward, compress-and-forward, amplify-and-

forward.

I. INTRODUCTION

In most beyond-3G wireless technologies such as WiMAX and 3GPP UMTS Long Term

Evolution (LTE), the concept of relaying is introduced to provide coverage extension and increase
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capacity. From the information-theoretical viewpoint, the capacity bounds of the traditional three-

node relay channel have been well studied [1]–[4], and various achievable schemes, such as

decode-and-forward (DF) and compress-and-forward (CF), have been proposed. For the half-

duplex relay channel, in [4] and the references therein the authors have studied the achievable

rates and the power allocation problem.

For the case with two relay nodes and no direct link between the source and the destination,

termed as the diamond relay channel, various achievable rates were studied in [5]–[8]. In

particular, the authors in [5] discussed the capacity upperbound and the achievable rates using

the DF and amplify-and-forward (AF) schemes under the full-duplex relaying mode. Under

the half-duplex mode, the authors in [6] discussed the achievable rates using two time-sharing

schemes, i.e., the simultaneous relaying and alternative relaying schemes. By further exploring

partial collaboration between the two relays, the authors in [7], [8] developed some DF schemes

based on dirty paper coding (DPC) and block Markov encoding (BME), where the DF scheme

is shown to be optimal in some special cases [7].

In practical communication systems, some nodes might have extra out-of-band connections

with the others, e.g., through blue-tooth, WiFi, optical fiber, etc., to exchange certain information

and improve the overall system performance. From the information-theoretical viewpoint, such

kind of interaction can be modeled as nodes conferencing [9]–[13]. Specifically, for multiple

access channel (MAC) [9], encoder conferencing was used to exchange part of the source

messages, and it is proved that one-round conferencing scheme is optimal. For the broadcast

channel (BC) in [10], the decoders was designed to first compress the received signal, and then

transmit the corresponding binning index number to the other through the receivers conferencing

links. In [10], [11], it was shown that the one-round scheme is optimal for physically degraded

BC channel, while the two-round and three-round schemes canoutperform the one-round one

in general cases. Moreover, in [12] and [13], the achievablerate of the compound MAC channel

with transmitter and receiver conferencing was discussed,and some capacity results for the

degraded cases were provided.

In this paper, we consider a two-hop diamond relay channel, which contains two half-duplex

relay nodes. We assume that the relays can conduct conferencing with each other via some

orthogonal out-of-band links [14]. Generally, the conferencing links can be used to exchange a

compressed version of the received signals at the relays [10], part of the messages intended to the
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destination between the two relays [9], or just to forward the received signal to the other relay

[6]. With these ideas, we develop relaying schemes based on the DF, CF, and AF schemes by

exploiting the inter-relay conferencing, for both the cases of discrete memoryless channel (DMC)

and Gaussian channel. Moreover, in stead of considering multi-round conferencing scheme [10],

[11], we just concentrate on the simple one-round conferencing scheme, which means that the

relays simultaneously process their received signal and conduct conferencing with the other in

the same time slot. The main results of the paper are summarized as follows:

1) For the DF relaying scheme, we let the source to transmit one common message to both

relays and one private message to each relay. We prove that for the DMC case, the DF

scheme could achieve the capacity cut-set bound just with finite conferencing link rates; for

the Gaussian case, the cut-set bound is asymptotically achieved when the source-to-relay

link signal-to-noise ratios (SNR) go to infinity.

2) For the CF relaying scheme, we develop three schemes: one using conferencing links to help

the compression, and the other two using them to partially orfully exchange the binning

index of the compressed receiver signal. We prove that for the Gaussian case, when the

SNRs of the BC channel or the MAC channel go to infinity, the capacity upper bound is

asymptotically achievable.

3) For the AF relaying scheme, we investigate the optimal combining problem between the

received signals from the source and the other relay. Generally, it is not a concave problem,

while semidefinite relaxation can be applied to transform itto a quasi-concave problem.

The remainder of the paper is organized as follows. In Section II, we introduce all the

assumptions and channel models. In Section III, we derive the capacity upper bound and the

achievable rates for the DF, CF, and AF schemes. Moreover, wediscuss some capacity achieving

cases. In Section IV, we show some simulation and numerical results. Finally, the paper is

concluded in Section VI.

We define the following notations used throughout this paper: log(x) is the base-2 logarithm;

Tr(A) is the trace of matrixA; andℜ(x) is real part ofx.

II. A SSUMPTIONS ANDSYSTEM MODEL

In this paper, we consider a diamond relay channel with out-of-band conferencing links

between the relays, as shown in Fig. 1, which contains one source node, one destination node,
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and two relays. There is no direct link between the source anddestination. The relay nodes

work in a half-duplex mode: the source transmits and the two relays listen in the first time slot;

the relays simutaneously transmit and the destination listens in the second time slot. Denote the

time fraction allocated to the first slot asλ, with λ ∈ (0, 1), and the time fraction for the second

slot asλ = 1 − λ. The capacity of the conferencing link from relay 1 to relay 2is givenC12,

andC21 is defined similarly. Furthermore, these two conferencing links are orthogonal to each

other and outside the bandwidth used by the source-to-relayand relay-to-destination links. The

time scheduling of the transmissions at the source, relays,and conferencing links is shown in

Fig. 2(a) and Fig. 2(b).

In this paper, we assume that for the DF and CF relaying schemes, we adopt the CF scheme

as the conferencing strategy; and for the AF relaying scheme, we adopt the AF scheme for

conferencing. Due to this assumption, we note that the transmission scheduling schemes for

DF, CF, and AF are different: For the DF and CF relaying schemes, the block length of the

conferencing link codewords is equal to the sum of those for the source and relay transmission

codewords; on the other hand, for the AF relaying scheme, theblock lengthes of these three

codewords should be the same, and the conferencing link rateis subject to a one-half half-duplex

penalty. Moreover, due to the relay conferencing, there will be a one-block delay between the

transmissions at the source and the relays, as shown in Fig. 2(a) and Fig. 2(b), which requires

the relays to buffer one block of source signals for each relaying operation. Assume that during

each block, the communication rate isR, and we need to transmitB blocks in total. Thus,

the average information rate isR B
B+1

→ R, asB goes to infinity. In this paper, we focus on

one-block transmission and the associated coding scheme without specifying the delay in the

proof of the achievability.

For the Gaussian case, we further define the following channel input-output relationship. The

received signalyi from the source at thei-th relay (i = 1, 2) is given as

yi = hix+ ni, i = 1, 2, (1)

wherex is the signal transmitted by the source with powerPS, hi is the complex channel gain

of the i-th source-to-relay link, andni’s are the independently and identically distributed (i.i.d.)

circularly symmetric complex Gaussian (CSCG) noise with distributionCN (0, 1).

In the second hop, signalxi with average powerPR, is transmitted from thei-th relay to the
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destination; and the received signaly at the destination is given as

y =

2∑

i=1

gixi + n, (2)

wheregi is the complex channel gain of thei-th relay-to-destination link, andn is the CSCG

noise with distributionCN (0, 1). For convenience, we define the link SNRs as

γi = |hi|2PS, γ̃i = |gi|2PR, i = 1, 2. (3)

III. CAPACITY UPPERBOUND AND ACHIEVABLE RATES

In this section, we exam the capacity upper bound and the achievable rates of the considered

channel with the following three relaying schemes: DF, CF, and AF, respectively. Moreover, we

prove some capacity achieving results under special conditions. To be concise, in each relaying

scheme we generically describe the coding scheme for thei-th relay (i = 1, 2), where we use

(3− i) to refer to the other relay index for the convenience of description.

A. Capacity Upper Bound

In this subsection, we first study the capacity upper bound for the considered channel. The

upper bound is derived by the cut-set theory [1].

Theorem 3.1:The capacity upper bound for the discrete memoryless diamond relay channel

with conferencing links is given as

Cupper≤
I (X ; Y1, Y2) I (X1, X2; Y )

I (X ; Y1, Y2) + I (X1, X2; Y )
, (4)

over distributionp(x)p(y1, y2|x)p(x1, x2)p(y|x1, x2).

Proof: By the cut-set bound, we haveCupper≤ min
{
λI (X ; Y1, Y2) , λI (X1, X2; Y )

}
, which

comes from the broadcast (BC) cut-set and multiple access (MAC) cut-set [6], [20]. We then

optimize overλ to obtain a better bound, and the minimum value is achieved iff the two terms

are equal, which meansλ∗ = I(X1,X2;Y )
I(X;Y1,Y2)+I(X1,X2;Y )

. With this optimalλ, we obtain the upper

bound in (4).

This theorem implies that the capacity upper bound is achieved only when a common message

with the rate given in (4) is sent and can be perfectly decodedby both of the relays in a

cooperative way.
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For the Gaussian case, since these two-hop communications are independent with each other

(i.e., maximizingCupper means maximizingI (X ; Y1, Y2) and I (X1, X2; Y ), respectively), we

chooseX, X1, andX2 to be independent CSCG with distributionCN (0, PS), CN (0, PR), and

CN (0, PR), respectively; and the corresponding capacity upper boundis given by the following

corollary.

Corollary 3.1: For the Gaussian case, we have the following capacity upper bound

Cupper≤
log (1 + γ1 + γ2) log

(
1 + γ̃1 + γ̃2 + 2

√
γ̃1γ̃2

)

log (1 + γ1 + γ2) + log
(
1 + γ̃1 + γ̃2 + 2

√
γ̃1γ̃2

) . (5)

B. DF Achievable Rate

Main idea: For the DF scheme, the source transmits three messages: one common message

w0 to both of the relays, and one private message to each of the relays, denoted asw1 and

w2, respectively. In thei-th relay, it compresses the received signal from the source, and sends

the corresponding binning index through the conferencing link to the other relay, which helps

with decoding the desired common message. In the second hop,the channel is indeed a MAC

with common information. In the next, we first consider the DMC case and then consider the

Gaussian case.

1) DF Rate for the DMC Case:We first focus on the first hop that is a BC channel with

receiver one-round conferencing, for which the authors in [10] investigated the two cases with

two independent messages and only one common message, respectively. In this subsection, we

extend their results with a more general coding scheme, and have the following lemma.

Lemma 3.1:The achievable rate region of the general discrete memoryless BC with common

message and decoder conferencing is given as

RBC =
⋃

p(u0)p(u1|u0)p(u2|u0)x(u0,u1,u2)p(y1,y2|x)p(ŷ1|y1)p(ŷ2|y2)



(R0, R1, R2) : R0, R1, R2 ≥ 0,

R0 +Ri ≤ λI
(
U0, Ui; Ŷ3−i, Yi

)
,

R0 +R1 +R2 ≤ λI
(
Ui; Ŷ3−i, Yi|U0

)
+ λI

(
U0, U3−i; Ŷi, Y3−i

)
− λI (U1;U2|U0) ,

2R0 +R1 +R2 ≤ λI
(
U0, U1; Ŷ2, Y1

)
+ λI

(
U0, U2; Ŷ1, Y2

)
− λI (U1;U2|U0) ,





. (6)
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subject to the following constraints

Ci,3−i ≥ λI
(
Ŷi; Yi

)
− λI

(
Ŷi; Y3−i

)
, i = 1, 2, (7)

whereR0, R1, andR2 are the rates of the common message, the private message for the first

relay and the private message for the second relay, respectively, andU0, U1, U2, Ŷ1, and Ŷ2 are

auxiliary random variables defined on arbitrary finite sets with the distribution given in (6).

Proof: See Appendix A.

For the second hop, i.e., the MAC with common message, the achievable rate region is well

studied, which is presented in the following lemma.

Lemma 3.2:The achievable rate for discrete memoryless MAC with commonmessage is

given as [16]

RMAC =
⋃

p(x0)p(x1|u)p(x2|u)p(y|x1,x2)





(R0, R1, R2) : R0, R1, R2 ≥ 0,

R1 ≤ λI (X1; Y |U,X2) ,

R2 ≤ λI (X2; Y |U,X1) ,

R1 +R2 ≤ λI (X1, X2; Y |U) ,

R0 +R1 + R2 ≤ λI (U,X1, X2; Y ) .





, (8)

whereU is an auxiliary random variable defined on arbitrary finite set with the distribution given

in (8).

From the Lemmas 3.1 and 3.2, we have the following theorem forthe achievable rate of the

considered diamond relay channel.

Theorem 3.2:The achievable rate of the DMC diamond relay channel with conferencing links

is given as

RDF = max
λ,(R0,R1,R2)∈RBC

⋂
RMAC

R0 +R1 +R2. (9)

Corollary 3.2: For the DMC case, the capacity upper bound given in (4) is achieved with

finite C12 andC21, which are upper-bounded as




C12 ≤ λ∗H (Y1|Y2)

C21 ≤ λ∗H (Y2|Y1)
, (10)

whereλ∗ is defined in Theorem 3.1.
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Proof: First, we notice that using one common message only is sufficient to achieve the

capacity upper bound; so we focus on the case with only one common message transmitted. In

(6), by choosingU1 andU2 as constants (also by Theorem 3 in [10]), we obtain

R ≤ λ∗min
{
I
(
X ; Y1, Ŷ2

)
, I
(
X ; Y2, Ŷ1

)}
, (11)

subject toC12 ≥ λ∗I
(
Ŷ1; Y1

)
−λ∗I

(
Ŷ1; Y2

)
andC21 ≥ λ∗I

(
Ŷ2; Y2

)
−λ∗I

(
Ŷ2; Y1

)
. We choose

Ŷ1 = Y1 and Ŷ2 = Y2, and obtain (10).

Remark 3.1:This corollary only gives a maximum value forCi,3−i to achieve the capacity

upper bound, and the upper bounds ofCi,3−i, i = 1, 2, can be regarded as the maximum difference

between the two received signals at the relays. In the proof,we point out that this result is only

a sufficient condition, and this is due to the fact that the cut-set bound is relatively loose under

general channel conditions [17]. Another reason is that forsome cases, the DF scheme can

achieve with capacity upper bound without conferencing. For example, when the BC channel

part is deterministic, i.e.,Y1 = f1(X) andY2 = f2(X), wheref1 andf2 are some deterministic

functions, the BC cut-set bound is achieved by sending one private message to each relay [18],

and this means that conferencing will not introduce any improvement.

Remark 3.2:With Ci,3−i = 0, we claim that our proposed scheme is equivalent to the

traditional DF scheme without conferencing. For such a case, we choosêY1 andŶ2 as constants,

andRBC will degrade to the rate region of a BC channel with common message. Moreover, for

the Gaussian BC channel, we only need to transmit one common message to both relays and one

private message to the better relay [6]. Thus, our scheme is ageneralization of the traditional

DF scheme, and our DF rate will be the same as or higher than that without conferencing.

2) DF Rate for the Gaussian Case:First, we consider the BC part. The first hop is indeed a

vector BC with correlated noises, which is not physically degraded in general. Therefore, it is

possible to transmit a unique private message to each relay.For the compression at the relays, we

chooseŶi = Yi +Ni,3−i, whereNi,3−i is a CSCG random variable distributed asCN
(
0, σ2

i,3−i

)
.

It is easy to check that the Pareto boundary of the rate regionover (R0, R1, R2) is achieved

when the variances of the compression noises are minimized,which means that the equality in

(7) is achieved, i.e., the compression noise is set to have

σ2
i,3−i =

1 + γ1 + γ2

(γ3−i + 1)
(
2Ci,3−i/λ − 1

) . (12)
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We now discuss the coding scheme for the Gaussian BC, which combines DPC and super-

position coding [19]. We choose the transmitting signalX = X0 + X1 + X2, whereX0, X1,

andX2 denote the common message and the private messages intendedto relay 1 and relay 2,

respectively, and they are independent zero mean CSCG random variables with variancesµPS,

µ1PS, andµ2PS, respectively, where the positive parametersµ, µ1, andµ2 are power allocation

factors forX0, X1, andX2, respectively, withµ+ µ1 + µ2 = 1.

At the relays, the common message is first decoded by both of them, and then each relay

decodes its intended private message. Private messages areencoded using DPC [19]: If we first

encodeX1, we useX1 as a state information to help with encodingX2; and in the decoding

process, relay 2 can decodeX2 without interference fromX1; on the other hand, we can exchange

the encoding and decoding orders to possibly obtain a betterrate region. Therefore, the rate region

of the first hop is given as

RBC = Conv

(
⋃

π,µ1,µ2

R (π, µ1, µ2)

)
, (13)

where Conv(·) is the convex hull operator, andR (π, µ1, µ2) is the achievable rate region under

a given power allocation scheme(µ1, µ2) and encoding orderπ ∈ {π12, π21} with πi,3−i meaning

that thei-th relay’s private message is encoded first. Specially, ifX2 is encoded first, we have

R (π21, µ1, µ2) =





(R0, R1, R2) :

R0 ≤ mini=1,2 λ log

(
1 +

µγ1(1+σ2

21)+µγ2

((µ1+µ2)γ1+1)(1+σ2

21)+(µ1+µ2)γ2

)

R1 ≤ λ log
(
1 + µ1γ1 +

µ1γ2
1+σ2

21

)

R2 ≤ λ log

(
1 +

µ2γ2(1+σ2

12)+µ2γ1

(µ1γ2+1)(1+σ2

12)+µ2γ1

)





, (14)

andR (π12, µ1, µ2) can be computed similarly.

Next, we consider the MAC part. We chooseX1 =
√
αPU +

√
αPV1 andX2 =

√
βPU +

√
βPV2, whereU , V1, andV2 are independent CSCG variables with distributionCN (0, 1). Thus,

the achievable rate region of the MAC channel with common message is given as




R1 ≤ λ log (1 + αγ̃1)

R2 ≤ λ log (1 + βγ̃2)

R1 +R2 ≤ λ log (1 + αγ̃1 + βγ̃2)

R0 +R1 +R2 ≤ λ log
(
1 + γ̃1 + γ̃2 + 2

√
αβγ̃1γ̃2

)
. (15)
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Therefore, as stated in Theorem 3.2, the DF achievable rate is the maximum sum rate over

the intersection of the regions given in (14) and (15).

Remark 3.3:From (12), we observe that whenσ2
i,3−i goes to zero,Ci,3−i goes to infinity.

In other words, for the Gaussian case, only whenC12 and C21 are infinity, the DF scheme

can achieve the capacity upper bound, which is different from the DMC case. Intuitively, for

Gaussian channels, the alphabet size ofX is infinite, and each relay cannot reliably decode its

counterpart’s received signal with the limited help from the other relay.

Remark 3.4:Whenγi goes to infinity, the optimalλ goes to 0, and the capacity upper bound

becomes the same as the MAC cut-set bound. In this case, the source only needs to transmit

a common message, and both relays can successfully decode it. Therefore, for finiteCi,3−i and

γ̃i, the DF scheme can asymptotically achieve the cut-set boundas γi goes to infinity. On the

other hand, whenγi and Ci,3−i are fixed, and̃γi goes to infinity, the upper bound cannot be

asymptotically achieved. This is due to the fact that the BC cut-set bound cannot be achieved

with finite-rate relay conferencing.

C. CF Achievable Rates

In this subsection, we discuss three different coding schemes based on the CF relaying scheme.

The first two schemes exploit the conferencing links to partially or completely exchange the

binning index of the compressed receiver signals at the relays, and we call them the partial

cooperation CF scheme (PCF) and the full cooperation CF scheme (FCF), respectively, which

implies how much cooperation is introduced in the MAC part; the third scheme uses the

conferencing links to help compression, called as the CCF scheme.

1) PCF achievable rate:Here each relay first compresses its received signal asŶi indepen-

dently and obtains the corresponding binning index. Then, each relay splits the binning index into

two sub-messages, and transmit one of them to the other relayby conferencing. In the second

hop, the active part of the system is nothing but a MAC channelwith a common message. Since

we only introduce partially cooperative transmission in the MAC channel, we call it as the partial

cooperation CF scheme, i.e., PCF, as defined earlier.

DMC Case: We have the following theorem for the achievable rate.

November 12, 2018 DRAFT
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Theorem 3.3:The PCF achievable rate for the DMC case is given as

RPCF ≤ max λI
(
X ; Ŷ1, Ŷ2

)
(16)

s. t. λI
(
Ŷ1; Y1|Ŷ2

)
≤ λI (X1; Y |U,X2) + C12 (17)

λI
(
Ŷ2; Y2|Ŷ1

)
≤ λI (X2; Y |U,X1) + C21 (18)

λI
(
Ŷ1, Ŷ2; Y1, Y2

)
≤ min{λI (X1, X2; Y |U) + C12 + C21, λI (X1, X2; Y )}, (19)

over the distributionp(x)p(y1, y2)p(ŷ1|y1)p(ŷ2|y2)p(u)p(x1|u) p(x2|u)p(y|x1, x2), andU is an

auxiliary random variable similarly defined as before.

The proof of this theorem is trivial: The coding scheme in thefirst hop is the same as that

for the traditional CF scheme in [6]; the second hop with conferencing links is a MAC channel

with conferencing encoders and its rate region is given in [9]. By a similar argument to that in

[6], we can obtain the PCF rate as shown in this theorem.

Remark 3.5:For the caseCi,3−i = 0, i = 1, 2, the PCF scheme is the same as the traditional

CF scheme without conferencing [6]; for the caseCi,3−i > 0, the PCF scheme is not worse than

the traditional CF scheme. Note that even when the MAC regionis strictly enlarged compared to

the case without conferencing, we still cannot claim that the PCF scheme is strictly better than

the case without conferencing, since the right-hand side of(19) may not be strictly improved,

and when (19) is dominant among these constraints, the PCF rate will be equal to the case

without conferencing.

Gaussian Case: We define the compression at the relays asŶi = Yi+ N̂i, i = 1, 2, whereN̂i

is the compression noise with distributionCN (0, σ2
i ).

Corollary 3.3: The PCF achievable rate for the Gaussian case is given as

RPCF = max
λ,α,β,σ2

1
,σ2

2

λ log

(
1 +

γ1

1 + σ2
1

+
γ2

1 + σ2
2

)
(20)

s. t. λ log

(
1 +

1

σ2
1

(
1 +

γ1 (1 + σ2
2)

1 + σ2
2 + γ2

))
≤ λ log (1 + αγ̃1) + C12, (21)

λ log

(
1 +

1

σ2
1

(
1 +

γ1 (1 + σ2
2)

1 + σ2
2 + γ2

))
≤ λ log (1 + βγ̃2) + C21, (22)

λ log

(
1 +

1 + γ1

σ2
1

+
1 + γ2

σ2
2

+
1 + γ1 + γ2

σ2
1σ

2
2

)
≤ min

{
λ log (1 + αγ̃1 + βγ̃2) + C12 + C21,

λ log

(
1 + γ̃1 + γ̃2 + 2

√
αβγ̃1γ̃2

)}
. (23)
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Remark 3.6:For givenγi, Ci,3−i, α, and β, when γ̃i → ∞, which means that the optimal

λ → 1, from (21), (22), and (23), we see that bothσ2
1 andσ2

2 scale to 0, and (20) asymptotically

achieves the capacity upper boundlog (1 + γ1 + γ2). Therefore,whenγ̃i → ∞, the PCF scheme

asymptotically achieve the capacity upper bound.

Remark 3.7:For givenγi and γ̃i, whenC12 andC21 are large enough, i.e.,

C12 + C21 ≥ log
(
1 + γ̃1 + γ̃2 + 2

√
γ̃1γ̃2

)
, (24)

the constraints (21) and (22) become redundant, and the CF achievable rate becomes

RPCF = max
λ,σ2

1
,σ2

2

λ log

(
1 +

γ1

1 + σ2
1

+
γ2

1 + σ2
2

)
(25)

s. t. λ log

(
1 +

1 + γ1

σ2
1

+
1 + γ2

σ2
2

+
1 + γ1 + γ2

σ2
1σ

2
2

)
≤ λ log

(
1 + γ̃1 + γ̃2 + 2

√
γ̃1γ̃2

)
. (26)

However, since the left-hand side of (26) is strictly largerthan λ log
(
1 + γ1

1+σ2

1

+ γ2
1+σ2

2

)
, we

cannot find aλ, which makes (20) equal to the capacity upper bound and satisfies the constraint

(26) simultaneously. Thus,with finite channel gains, the PCF scheme cannot achieve the capacity

upper bound even with infinite conferencing rates.

Remark 3.8:For the case thatCi,3−i and γ̃i are fixed, andγi → ∞, only if the condition (24)

is satisfied, we can approach the capacity upper bound. This is due to the following fact: If we fix

σ2
1 andσ2

2 , and chooseλ =
log

(
γ̃1+γ̃2+2

√
γ̃1γ̃2

)

log(1+γ1+γ2)
, it is easy to check that (20) asymptotically achieves

the upper bound, the constraints (21) and (22) become redundant, and (23) asymptotically holds

when we haveγi → ∞ and (24) satisfied.

2) FCF Achievable Rate:With FCF, after obtaining the compression of the received signal

Ŷi, each relay finds the binning index (the number of bins is determined by the corresponding

conferencing link rate), and send this binning index to the other relay. Based on its own received

signal and the binning index from the other relay, each relaytries to decode the compressed

signal of the other relay. Then, we partition the two compressions again into some other bins and

transmit the new binning indices to the destination. In thiscase, each relay has a full knowledge

of these two binning indices, and transmits a common messageXr through the MAC channel

to the destination. Since we introduce full cooperation over such a MAC channel, we call this

scheme as the full cooperation CF scheme, i.e., FCF, as defined earlier.

DMC Case: We have the following theorem for the achievable rate.
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Theorem 3.4:The FCF achievable rate for the DMC case is given as

RFCF ≤ maxλI
(
X ; Ŷ1, Ŷ2

)
(27)

s. t. Ci,3−i ≥ λI
(
Ŷi; Yi

)
− λI

(
Ŷi; Y3−i

)
, i = 1, 2, (28)

λI
(
Ŷ1, Ŷ2; Y1, Y2

)
≤ λI (Xr; Y ) , (29)

over the distributionp(x)p(y1, y2)p(ŷ1|y1)p(ŷ2|y2)p(xr)p(y|xr).

Proof: See Appendix B.

Gaussian Case: We choose the distributions ofX and Xr as CN (0, PS) and CN (0, Pr),

respectively. Furthermore, the compressions at the relaysare according tôYi = Yi+ N̂i, i = 1, 2.

Corollary 3.4: The FCF achievable rate for the Gaussian case is given as

RFCF ≤ max
λ,σ2

1
,σ2

2

λ log

(
1 +

γ1

1 + σ2
1

+
γ2

1 + σ2
2

)
(30)

s. t. σ2
i ≥ 1 + γ1 + γ2

(γ3−i + 1)
(
2Ci,3−i/λ − 1

) , i = 1, 2, (31)

λ log

(
1 +

1 + γ1

σ2
1

+
1 + γ2

σ2
2

+
1 + γ1 + γ2

σ2
1σ

2
2

)
≤ λ log

(
1 + γ̃1 + γ̃2 + 2

√
γ̃1γ̃2

)
. (32)

Remark 3.9:It can be checked that whenCi,3−i = 0, RFCF = 0 for any channel parameters.

This suggests that the FCF scheme is worse than the traditional CF scheme whenCi,3−i is

relatively small. In this case, we should not use conferencing to obtain full cooperation in the

second hop, and the PCF scheme should be adopted instead. Denote the optimal solution for

the CF rate (by Theorem 5.8 in [6]) as
(
σ2
1, σ

2
2, λ
)
, and it is easy to check that this solution

also satisfies the constraint in (32). Thus, the thresholdC i,3−i, below which the FCF scheme

performs worse than the CF scheme, is obtained when the equality in (31) is achieved, i.e.,

C i,3−i = λ log

(
1 +

1 + γ1 + γ2

σi
2 (γ3−i + 1)

)
. (33)

Remark 3.10:For any given finiteγi andCi,3−i, when γ̃i goes to infinity, the optimalλ goes

to 1. However, the compression noise powerσ2
i cannot scale to 0 due to the constraints in (31),

which means that the asymptotic capacity upper bound cannotbe achieved.

Remark 3.11:For any given finitẽγi andCi,3−i, whenγi → ∞ (assuming thatγ1 andγ2 are

on the same order), we chooseλ =
log

(
γ̃1+γ̃2+2

√
γ̃1γ̃2

)

log(1+γ1+γ2)
→ 0, while σ2

i scales on the order of1
γi

according to (31). For (32), it is easy to check that the left-hand side of the inequality is equal to
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the right-hand side asymptotically. Therefore, we conclude thatthe FCF scheme asymptotically

achieves the capacity upper bound asγi → ∞.

Remark 3.12:For any given finiteγi and γ̃i, whether there exist a finite set ofC12 andC21 to

achieve the capacity upper bound is also determined by whether (25) can meet the upper bound

or not. By the same argument as in Remark 3.7, we conclude thatfor fixed channel coefficients,

the FCF scheme cannot achieve the capacity upper bound even with infinite conferencing link

rates.

3) CCF Achievable Rate:In this scheme, each relay generates its own compression intended

for the second hop based on two signals: the received signal from the source, and the compressed

signal from the other relay through the conferencing link.

DMC Case: We have the following theorem regarding the achievable rate.

Theorem 3.5:As we use the conferencing links to help with compressing thereceived signal

at the relays, the CCF achievable rate for the DMC case is given by

RCCF = maxλI
(
X ; Ŷ1, Ŷ2

)
(34)

s. t. (7), λI
(
Ŷ1; Y1, Ŷ21|Ŷ2

)
≤ λI (X1; Y |X2)

λI
(
Ŷ2; Y2, Ŷ12|Ŷ1

)
≤ λI (X2; Y |X1)

λI
(
Ŷ1, Ŷ2; Y1, Y2, Ŷ12, Ŷ21

)
≤ λI (X1, X2; Y ) ,

over the distributionp(x)p(y1, y2|x)p (ŷ12|y1) p (ŷ21|y2) p (ŷ1|y1, ŷ21) p (ŷ2|y2, ŷ12) p(x1, x2)p(y|x1, x2).

Proof: See Appendix C.

Gaussian Case: We choose the distributions of transmit signals over the conferencing links

as Ŷ12 = Y1 +N12 and Ŷ21 = Y2 +N21, respectively, whereN12 andN21 are independent zero

mean CSCG random variable, with variances defined the same asin (12). For the relay signals

to the destination, we choosêY1 = aY1 + bŶ21 + V1 and Ŷ2 = cY2 + dŶ12 + V2, wherea, b, c,

andd are some parameters,V1 andV2 are independent zero mean CSCG random variables with
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variancesσ2
1 andσ2

1, respectively. Then, the achievable rate for the Gaussian case is given as

RCCF = max
λ,a,b,c,d,σ̂2

1
,σ̂2

2

λ log

(
PŶ1Ŷ2

σ̂2
1σ̂

2
2 − |ad∗ + bc∗|2

)
(35)

s. t. λ log

(
PŶ1Ŷ2

σ2
1 (|dh1 + ch2|2P + σ̂2

2)

)
≤ λ log (1 + γ̃1)

λ log

(
PŶ1Ŷ2

σ2
2 (|ah1 + bh2|2P + σ̂2

1)

)
≤ λ log (1 + γ̃2)

λ log

(
PŶ1Ŷ2

σ2
1σ

2
2

)
≤ λ log (1 + γ̃1 + γ̃2) ,

where

PŶ1Ŷ2
= |ah1 + bh2|2PSσ̂

2
2 + |dh1 + ch2|2PSσ̂

2
1 + σ̂2

1 σ̂
2
2

− |ad∗ + bc∗|2 − 2ℜ [(ah1 + bh2) (dh1 + ch2)
∗ (ad∗ + bc∗)PS] , (36)

σ̂2
1 = |a|2 + |b|2 (1 + σ2

21) + σ2
1, and σ̂2

2 = |c|2 + |d|2 (1 + σ2
12) + σ2

2 . It is easy to check that

the above objective function is not convex overa, b, c, and d jointly. Since it is difficult to

compute the maximum rate, we try to find a sub-optimal but muchsimpler solution, i.e., letting

a = d = h∗
1 and b = c = h∗

2, which will be used for the simulations in Section IV.

Remark 3.13:Since the traditional CF scheme is just a special case of our setup, by letting

Ŷi,3−i be a constant, the CCF achievable rate for the DMC case is the same as the case without

conferencing [6]. Hence, with our setup, we conclude that the CCF rate is the same as or higher

than the traditional CF rate. However, since only the sub-optimal solution for the combining

problem at the relay is adopted, the CCF scheme may not perform better than the traditional CF

scheme for the Gaussian case, and this will be shown in Section IV.

Remark 3.14:Consider another case whenC12 and C21 go to infinity, while γi and γ̃i are

finite. In this case, both of the relays could knowy1 and y2, which corresponds to the perfect

cooperation case. Then, the diamond relay channel becomes atwo hop degraded relay channel.

By the results of [1], we know that the CF scheme is strictly suboptimal, and there is a gap to

the capacity upper bound in general. Therefore, we concludethat when the channel gains are

fixed, even ifCi,3−i goes to infinity, the CF scheme cannot achieve the capacity upper bound.

D. AF Achievable Rate

In this subsection, to make the AF relaying scheme meaningful, we further assume that the

conferencing links are Gaussian channels, which also use AFas the conferencing scheme. With-
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out loss of generality, we assume that the input of the conferencing link isxi,3−i = yi = hix+ni.

Furthermore, we assume that the link gain of each conferencing link equals to 1, and the

conferencing link output in thei-th relay is given as

y3−i,i = x3−i,i + n3−i,i, (37)

wheren3−i,i is CSCG noise with distributionCN
(
0, σ2

3−i,i

)
. Based on the conferencing link rate

constraints, the variance ofn3−i,i is given asσ2
3−i,i ≥ γ3−i+1

2C3−i,i/2−1
. Obviously, when the equality

holds, the AF scheme performs the best. Thus, we let

σ2
3−i,i =

γ3−i + 1

2C3−i,i/2 − 1
. (38)

After the conferencing, the relays combine the two receivedsignals from the source node and

the other relay, which leads to

xi = aiiyi + a3−i,iy3−i,i, (39)

whereaii anda3−i,i are some complex parameters, and satisfy the following power constraints

E
(
x2
i

)
= |aii|2

(
|hi|2PS + 1

)
+ |a3−i,i|2

(
|h3−i|2PS + 1 + σ2

3−i,i

)
≤ PR. (40)

Therefore, the received signal at the destination is given as

y = g1x1 + g2x2 + n

= (a11h1g1 + a12h1g2 + a21h2g1 + a22h2g2)x

+ (a11g1 + a12g2)n1 + (a21g1 + a22g2)n2 + a21g1n21 + a12g2n12 + n,

and the achievable rate of the AF scheme is given as

RAF =
1

2
log (1 + γAF) , (41)

whereγAF is the received SNR at the destination, given as

γAF =
|a11h1g1 + a12h1g2 + a21h2g1 + a22h2g2|2PS

|a11g1 + a12g2|2 + |a21g1 + a22g2|2 + |a21g1|2σ2
21 + |a12g2|2σ2

12 + 1
. (42)

We now rewrite (42) to a matrix form, and maximize it to obtainthe maximum AF rate

defined in (41). Thus, we have the following optimization problem

max
aHRa

aHQa+ 1
(43)

s. t. (40),
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wherea = [a11, a12, a21, a22]
T , b = [h∗

1g
∗
1, h

∗
1g

∗
2, h

∗
2g

∗
1, h

∗
2g

∗
2]

T , and the matricesR = bbH ,

Q =




|g1|2 g∗1g2 0 0

g1g
∗
2 |g2|2 (1 + σ2

12) 0 0

0 0 |g1|2 (1 + σ2
21) g∗1g2

0 0 g1g
∗
2 |g2|2



. (44)

From (42), we know thatR andQ are positive semidefinite. By a similar argument as in [22],

this problem can be shown equivalent to

max
A,t

t (45)

s. t. Tr(A (R− tQ)) ≥ t, (40), Rank(A) = 1,A � 0,

whereA = aaH . Using semidefinite relaxation [22], we aim to solve the following optimization

problem:

max
A,t

t (46)

s. t. Tr(A (R− tQ)) ≥ t, (40), A � 0.

Remark 3.15:This optimization problem can be efficiently solved by bisection search overt;

and for eacht, the remaining problem is a convex feasibility problem, which can be efficiently

solved using existing numerical tools, e.g., CVX [23]. However, the final solution may not be

rank-1 to satisfy the constraint in (45); so we use the following randomization technique [22] to

provide an approximate solution to the original rank-1 problem in (45): Denote the solution of

problem (46) asA∗, with its eigenvalue decompositionA∗ = UDUH ; we choosea = UD1/2v,

wherev is a vector of zero-mean unit-variance i.i.d. Gaussian random variables. We then scale

a to make the power constraints (40) satisfied [24].

Remark 3.16:If a rank-one optimal solution for (46) can be found, our AF rate will be higher

than the AF rate without conferencing, i.e., the caseCi,3−i = 0. This is due to the facts that

the traditional AF relaying optimization problem is a special case of (43) witha12 = a21 = 0.

However, sometimes we may not obtain the exact optimal solution of rank-one for (46), such that

there is a gap to the optimal value with the solution from the randomization method [24]. For

these cases, our proposed AF scheme may not be better than thecase without conferencing. By

the results shown in Section IV, we observe that for small conferencing link rates, our scheme
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performs worse than the traditional AF scheme without conferencing; but the reverse is true for

largeCi,3−i cases.

Remark 3.17:It is easy to check that whenγi goes to infinity, the AF scheme can achieve one-

half of the capacity upper bound, which is due to the half-duplex constraint. On the other hand,

if both γi and γ̃i are finite, the upper bound is not achievable even with infinite conferencing

link capacity.

IV. NUMERICAL RESULTS

In this section, we present some numerical results to compare the performance among the

proposed coding schemes. For simplicity, we only consider the symmetric case, i.e.,|h1| = |h2|,
|g1| = |g2|, andC12 = C21 = C. Set the locations of the source node, the destination node,

and the relays ass0 = (−1, 0), s3 = (0, 1), s1 = (d,−
√
1− d2), and s2 = (d,+

√
1− d2),

respectively, whered ∈ (−1, 1). Furthermore, we assume that the link gains satisfy|hi| = 1
|s0−si|

and|gi| = 1
|s3−si|

, i = 1, 2. For the phases ofhi andgi, we assume that they are uniform random

variables over[0, 2π].

In Fig. 3, we compare the performance of the proposed schemeswith the conferencing link

rateC = 0.5 bit/s/Hz. We observe that whend goes to−1, i.e., when the relays get close to

the source node, the DF scheme asymptotically achieves the capacity upper bound, so do the

FCF and PCF schemes. Moreover, all three CF schemes outperform the AF scheme, but they

are worse than the DF scheme. Asd goes to 1, i.e., when the relays get close to the destination,

we observe that the PCF scheme achieve the capacity upper bound asymptotically, while the

DF, AF, and FCF schemes are strictly suboptimal. For the casewhen d is around 0, the DF

scheme performs the best among all the achievable schemes, and the performances of the others

are almost the same.

In Fig. 4(a) and Fig. 4(b), with different channel gains, we compare the performances of the

coding schemes as the conferencing link rate increases. We consider two typical setups: the

BC channel gains are larger than those of the MAC channel for Fig. 4(a), and the reverse case

for Fig. Fig. 4(b). Overall, we observe that for each relaying scheme, there is an asymptotic

performance limitation as the conferencing link rate increases.

Note that whenC = 0, the proposed DF and PCF schemes are equivalent to the traditional DF

and CF schemes. From these two subfigures, we observe that conferencing can strictly increase
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the DF and CF achievable rates using the proposed DF and PCF schemes, respectively. However,

for the AF, CCF, and FCF schemes, they cannot guarantee to increase the AF and CF rates as

we discussed before, respectively, especially whenC is small.

For both cases shown in Fig. 4(a) and Fig. 4(b), the DF scheme gets close to the capacity

upper bound whenC is large enough: For the good BC channel case, we needC ≥ 2 bits/s/Hz,

and for the good MAC channel case, we needC ≥ 4 bits/s/Hz. For the PCF and FCF schemes,

we observe that asC becomes large, they have the same performance; whenC is very close

to 0, the PCF scheme always performs better; for smallC but not close to 0, the FCF scheme

performs better in the good BC channel case, and the reverse is true for the good MAC channel

case. In the high conferencing rate regime, the CCF scheme performs better than the other two

CF schemes for the good MAC channel case, and the reverse is true for the good BC channel

case.

V. CONCLUSION

In this paper, we discussed the capacity upper bound and the achievable rates of the diamond

relay channel with conferencing links. For the DF scheme, wederived the achievable rate by

sending a common message and two private messages. We provedthat for the DMC case, the

DF scheme can achieve the capacity upper bound with finite conferencing link rates, which is

not true for the Gaussian case. Moreover, the DF scheme is asymptotically optimal when the

link SNRs of the first hop go to infinity. We developed three newcoding schemes based on CF

and used the conferencing links to exchange certain compressed information between the relays.

The achievable rates were computed for both the DMC and Gaussian cases, and the capacity-

achieving cases were discussed. For the AF scheme, we discussed the optimal combining problem

between the signals from the source and the conferencing link at the relays, and use semidefinite

relaxation and bisection search to efficiently obtain a sub-optimal solution.

APPENDIX A

PROOF OFLEMMA 3.1

Fix the distributionp(u0)p(u1|u0)p(u2|u0)p(y1, y2|x) p(ŷ1|y1)p(ŷ2|y2) and the functionx(u0, u1, u2).

Codebook Generation: In the source, generate2nR0 i.i.d. sequencesu0 (w0), w0 ∈
[
1 : 2nR0

]
,

according to the distribution
∏λn

j=1 p (u0,j). For eachu0 (w0), generate2nRi i.i.d. sub-codebooks
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Qi (w0, wi), wi ∈
[
1 : 2nRi

]
, where each sub-codebook contains2n(R̃i−Ri) i.i.d. sequences

ui (w0, li), li ∈
[
(wi − 1) 2n(R̃i−Ri) + 1 : wi2

n(R̃i−Ri)
]
, according to

∏λn
j=1 p (ui,j|u0,j (w0)). For

each triple(w0, w1, w2), define the set

Q (w0, w1, w2) ={(u1 (w0, l1) , u2 (w0, l2)) ∈ Q1 (w0, w1)×Q2 (w0, w2) :

(u0 (w0) , u1 (w0, l1) , u2 (w0, l2)) ∈ An
ǫ′}.

Conferencing function generation: Generate2nR
′

i i.i.d. sequenceŝyi(ki), ki ∈
[
1 : 2nR

′

i

]
,

according to
∏λn

j=1 p (ŷi,j), where pŶi
(ŷi,j) =

∑
X ,Y1,Y2

p (ŷi|yi) p (y1, y2|x) p(x) and p(x) =
∑

U1,U2
p(u1, u2, x). Randomly and uniformly partition the index set

[
1 : 2nR

′

i

]
into 2nCi,3−i

binningsSi (si), si ∈
[
1 : 2nCi,3−i

]
.

Encoding and Decoding: In the source, for each triple(w0, w1, w2), pick one sequence pair

(u1 (w0, l1) ,u2 (w0, l2)) ∈ Q (w0, w1, w2), and generate a codewordx (w0, w1, w2) according to
∏λn

i=1 p (xi|u1 (w0, l1) , u2 (w0, l2)); if no such pair exists, declare an error. This operation canbe

done reliably if [25]
(
R̃1 −R1

)
+
(
R̃2 −R2

)
≥ λI (U1;U2|U0) . (47)

In the i-th relay, upon receivingyi, it tries to find aŷi(ki) such that(yi, ŷi(ki)) ∈ An
ǫ , and

this can be done reliably asn goes to infinity, if

R′
i ≥ λI

(
Ŷi; Yi

)
. (48)

Then, thei-th relay finds the corresponding binning index numbersi, whereki ∈ Si(si), and

sends it to the other relay through the conferencing link.

After receiving the conferencing message from its counterpart, thei-th relay first tries to find

the uniquek̂3−i such that
(
ŷ3−i(k̂3−i),yi

)
∈ An

ǫ with k̂3−i ∈ S3−i(s3−i). This can be done

reliably if

R′
3−i ≤ λI

(
Ŷ3−i; Yi

)
+ C3−i,i. (49)

From (48) and (49), we obtain

Ci,3−i ≥ λI
(
Ŷi; Yi

)
− λI

(
Ŷi; Y3−i

)
. (50)
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Then, thei-th relay finds a unique pair(ŵ0, ŵi) satisfying
(
u0(ŵ0),ui(ŵ0, l̂i), ŷ3−i(k̂3−i),yi

)
∈

An
ǫ , and this can be done reliably if





R̃i ≤ λI

(
Ui; Ŷ3−i, Yi|U0

)

R0 + R̃i ≤ λI
(
U0, Ui; Ŷ3−i, Yi

)
.

(51)

From (47), (50), and (51), we obtain the rate region of the general broadcast channel with

common message and conferencing as follows:

R′
BC =

⋃

p(u0)p(u1|u0)p(u2|u0)p(x|u1,u2)p(y1,y2|x)p(ŷ1|y1)p(ŷ2|y2)




(R0, R1, R2) :

0 ≤ R0, 0 ≤ R1 ≤ R̃1, 0 ≤ R2 ≤ R̃2,

R̃1 ≤ λI
(
U1; Ŷ2, Y1|U0

)
,

R0 + R̃1 ≤ λI
(
U0, U1; Ŷ2, Y1

)
,

R̃2 ≤ λI
(
U2; Ŷ1, Y2|U0

)
,

R0 + R̃2 ≤ λI
(
U0, U2; Ŷ1, Y2

)
,

(
R̃1 − R1

)
+
(
R̃2 −R2

)
≥ λI (U1;U2|U0) ,

subject to: (50).






. (52)

Thus, the rate regionRBC is obtained fromR′
BC using the Fourier-Motzkin elimination [26] to

eliminateR̃i, i = 1, 2.

APPENDIX B

PROOF OFTHEOREM 3.4

Fix the distribution as given in the theorem.

Codebook generation: Generate2nR i.i.d. sequencesx(w), w ∈
[
1 : 2nR

]
, according to

∏n
i=1 p(xi). Generate2nR̂i, i = 1, 2, i.i.d. sequenceŝyi(wi), wi ∈

[
1 : 2nR̂i

]
, according to

the distributionp(ŷi) =
∫
p(x)p(yi|x)p(ŷi|yi)dxdyi. Randomly and uniformly partition the set[

1 : 2nR̂i

]
into 2nRi binningsSi(si), si ∈

[
1 : 2nRi

]
. Randomly and uniformly partition the

set
[
1 : 2nRi

]
into 2nCi,3−i binningsMi(mi). Generate2n(R1+R2) i.i.d. sequencesxr (s1, s2),

according top (xr).

Encoding and decoding: At the source, it transmitsx(w). At the i-th relay, i = 1, 2, it

finds a ŷi(wi) such that(ŷi(wi),yi) ∈ An
ǫ , and this can be done reliably if̂Ri ≥ λI

(
Ŷi; Yi

)
.
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Then, at thei-th relay, it finds the conferencing binning indexmi, and sends it to the other

relay through the conferencing link. Upon receivingm3−i, the i-th relay decodeŝy3−i(w3−i)

such that
(
ŷ3−i(k̂3−i),yi

)
∈ An

ǫ with k̂3−i ∈ M3−i(m3−i). This can be done reliably ifR′
3−i ≤

λI
(
Ŷ3−i; Yi

)
+ C3−i,i. Thus, we satisfy the constraints in (28). Then, thei-th relay knows the

binning index pair(s1, s2), and transmitsxr(s1, s2).

At the destination, it first decodes(s1, s2), and we obtainR1 + R2 ≤ λI (Xr; Y ). Then, the

destination decodes(ŷ1, ŷ2) and the original messagew. By a similar argument as in Section

VC of [6], we obtain (29).

APPENDIX C

PROOF OFTHEOREM 3.5

First fix the distribution as shown in the theorem.

Codebook Generation: Generatex(w) the same as those in Appendix B. Generate2nRi,3−i

i.i.d. sequenceŝyi,3−i(ki), according to
∏λn

j=1 p(ŷ
j
i,3−i) with p (ŷi,3−i) =

∫
p (yi) p (ŷi,3−i|yi) dyi.

Randomly and uniformly partition the set
[
1 : 2nRi,3−i

]
into 2nCi,3−i binsSi,3−i(si,3−i); generate

2nRi0 i.i.d. sequenceŝyi(wi), according to
∏λn

j=1 p (ŷi,j) with p (ŷi) =
∫
p (ŷi|yi, ŷ3−i,i) p (yi, ŷ3−i,i)

dyidŷ3−i,i. Randomly and uniformly partition the set
[
1 : 2nRi0

]
into 2nRi bins S̃i(s̃i); and

generate2nRi i.i.d. sequencesxi(s̃i), according topXi
(xi).

Encoding and Decoding: At the source, it transmitsx(w); in the i-th relay, the conferencing

scheme is the same as the DF scheme, which is omitted here; andwe obtain (7). Based onyi

and ŷ3−i,i, the i-th relay find aŷi (ki) such that(ŷi (ki) , ŷ3−i,i (w3−i,i) ,yi) ∈ An
ǫ , and this can

be done reliably ifRi0 ≥ I
(
Ŷi; Ŷ3−i,i, Yi

)
. Then, thei-th relay obtains the binning index̃si and

sendsxi(s̃i) to the destination.

In the destination, upon receivingy, it first decodes the pair(s̃1, s̃2), and the rate region

(R1, R2) is given by the MAC rate region as in [20], [25]. Then, the destination tries to decode

(ŷ1, ŷ2). Following a similar argument as in [6], [21], we have





R1 ≥ λI
(
Ŷ1; Y1, Ŷ21|Ŷ2

)

R2 ≥ λI
(
Ŷ2; Y2, Ŷ12|Ŷ1

)

R1 +R2 ≥ λI
(
Ŷ1, Ŷ2; Y1, Y2, Ŷ12, Ŷ21

)
. (53)
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Finally, by finding a uniquêw such that(x(ŵ), ŷ1, ŷ2) ∈ An
ǫ , we obtainRCF = λI

(
X ; Ŷ1, Ŷ2

)
.

With the Fourier-Motzkin elimination [26], and the facts that I
(
Ŷ1, Ŷ2; Y1, Y2, Ŷ12, Ŷ21

)
≥

I
(
Ŷ1; Y1, Ŷ21|Ŷ2

)
+ I

(
Ŷ2; Y2, Ŷ12|Ŷ1

)
and I (X1, X2; Y ) ≤ I (X1; Y |X2) + I (X2; Y |X1), the

theorem is proved.
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Fig. 1. Diamond relay channel with conferencing links.
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Fig. 2. Transmission scheduling scheme for the diamond relay channel with conferencing links.
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Fig. 3. The achievable rates and cut-set upper bound for symmetric link gain case, withC = 0.5.
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Fig. 4. The achievable rates for different conferencing link rates,PS = PR = 1.

November 12, 2018 DRAFT


	I Introduction
	II Assumptions and System Model
	III Capacity Upper Bound and Achievable Rates
	III-A Capacity Upper Bound
	III-B DF Achievable Rate
	III-B1 DF Rate for the DMC Case
	III-B2 DF Rate for the Gaussian Case

	III-C CF Achievable Rates
	III-C1 PCF achievable rate
	III-C2 FCF Achievable Rate
	III-C3 CCF Achievable Rate

	III-D AF Achievable Rate

	IV Numerical Results
	V Conclusion
	Appendix A: Proof of Lemma ??
	Appendix B: Proof of Theorem ??
	Appendix C: Proof of Theorem ??
	References

