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Abstract—This paper focuses on the 1-td< broadcast packet Channel Output Feedback (COF). Namely, a single source
erasure channel (PEC), which is a generalization of the bradcast node sends out a stream of packets wirelessly, which carries

binary erasure channel from the binary symbol to that of jnformation of K independent downlink data sessions, one
arbitrary finite fields GF(q) with sufficiently large ¢g. We consider f h verd. k — 1 K tively. Aft
the setting in which the source node has instant feedback of Or each recewverdy, = L., K, Tespectively. er

the channel outputs of the K’ receivers after each transmission. Packet transmission through the broadcast PEC, dadhen
Such a setting directly models network coded packet transmssion  informs the source its own channel output by sending back

in the downlink direction with integrated feedback mechansms the ACKnowledgement (ACK) packets after each time slat. [5]
(such as Automatic Repeat reQuest (ARQ)). derives the capacity region of the memoryless 1-to-2 brastdc

The main results of this paper are: (i) The capacity region . . .
for general 1-to-3 broadcast PECs, and (ii) The capacity reign PEC with COF. The results show that COF strictly improves

for two classes of 1-tok broadcast PECs: the symmetric PECs, the capacity of the memoryless 1-to-2 broadcast PEC, a
and the spatially independent PECs with one-sided fairnesson- mirroring result to the achievability results of GBCs witOE

straints. This paper also develops (iii) A pair of outer and nner  [12]. Other than increasing the achievable throughput, COF
bounds of the capacity region for arbitrary 1-to-K broadcast ~3n also be used for queue and delay managernent [11], [14]

PECs, which can be evaluated by any linear programming solve . .
For most practical scenarios, the outer and inner bounds mee and for rate-control in a wireless network coded system [8].

and thus jointly characterize the capacity. ) o ) ) _
Index Terms—Packet erasure channels, broadcast capacity, The main contribution of this work includes: (i) The capac-

channel output feedback, network code alignment. ity region for general 1-to-3 broadcast PECs with COF; (ii)
The capacity region for two classes of 1&bbhroadcast PECs
. INTRODUCTION with COF: thesymmetricPECs, and thepatially independent

In the last decade, the new network coding concept hG&Cs withone-sided faimess constraintand (iii) A pair of

emerged|[[10], which focuses on achieving the capacity ofoMter and inner bounds of the capacity region for general 1-t

communication network. More explicitly, the network-cogt K broadcast PECs with COF, which can be evaluated by any

based approaches generally model each hop of a pac 'ﬁ@ar programming soIver.. Extensive numerical experitaen
based communication network by packet erasure channel S"OW thlat the c_>uter ?jnc:] mneﬁr bqur}dsb melft f(;r a!most all
(PEC) instead of the classic Gaussian charinel [3]. Suchisimpractical scenarios and thus efiectively bracket the agpac
abstraction allows us to explore the information-theareti ) . . : :
capacity of a much larger network with mathematical rigor The Capacity outer bound in this paper IS derived by.
and also sheds new insights on the network effects of9gneralizing the degraded channel argument first propsed i
communication system. One such example is the broadc&st” For the ach|evabll|ty .part of (i), (i), and (i), weadise
channel capacity with message side information. Unlike tifeNeW Elass 0'; mter—sesaog_hnetwo:(k codeld _schemeﬁ, (';e_rmed
existing Gaussian Broadcast Channel (GBC) results that érf'g packet evolution methodhe packet evo !‘“0” met od 1S
limited to the simplest 2-user scenalio[17], the capagitgion based on a novel concept Détyvork code ahg_nmenWhmh

for 1-to-K broadcast PECs with message side information h?sth,e PEC-counterpart of thg |n.terference alignment mektho
been derived fork — 3 and tightly bounded for generdl originally proposed for Gaussian interference chaning)§4JL
values [15], [I6f In addition to providing new insights on

network communications, this simple PEC-based abstractio This paper Is organized as follows. S_eCt'm‘ I contf';ur_ls
the basic setting and the detailed comparison to the egistin

in network coding also accelerates the transition from heo ; ) ) i

to practice. Many of the capacity-achievingtwork codeg8] resu!ts. Sectloiﬂl descrlpes the main theorems of thiepap

have since been implemented for either the wireliie [2] er tpectionIV provides detailed description of thacket evolu-

wireless multi-hop networks [7]1]8]. Flon schemc—_:- and the corresponding intuitions. Sediidn 1V al_so
Motivated by recent wireless network coding protocolss th‘ncludes brief sketches on hO\.N. to use the packet evolution

paper studies the memoryless 1#o-broadcast PEC with m_ethod to prove _the achivability _res_ults. (Most proofs_of

this paper are omitted due to the limit of space.) Numerical

1The results of 1-taX broadcast PECs with message side informafion [15]:':"Valuation is included in Secti¢n V. Section VI concludes th

is related to the capacity of the wireless “XOR-in-thi€- scheme[[V].  paper.
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[I. PROBLEM SETTING & EXISTING RESULTS which is a functionf;(-) based on the information symbols

A. The Memoryless 1-t&- Broadcast Packet Erasure Channell-Xk.;} @nd the COF{Z(r) : 7 & [t — 1]} of the previous
transmissions. In the end of theth time slot, eachi;, outputs

For any positive integeK’, we use[K] 2 {1,2,--- K} t0 the decoded symbols
denote the set of integers from 1 k6, and use2!*! to denote A
the collection of all subsets ¢f]. X = { X, 1 Vj € [nRe]} = gu({Z1(t) : VE € [n]}),

Cc_)nS|_der a 1-tK broadcast PEC from source to K wheregy(-) is the decoding function of;, based on the cor-
destinationsd;, k € [K]. For ?aCh channel usage, the 1 toresponding observatiofd, (¢) for all t € [n]. Note that we as-
K broadcast PEC takes an input symhiole GF(g) from )

_ _ A sume that the PEC channel parametgys—rg : VS € 2[5
s and outputs ak-dimensional vectoZ = (Z,,--- ,Zk) € . L K]\
are available at before transmission.

({YJU{x})*, where thek-th coordinateZ; being *+” denotes We now define the achievability of a 1-#g-PEC with COF
that the transmitted symbd! does not reach the-th receiver Definition 1: A rate vector(R Ri) is achievable i;‘
: ; P : 1,0, K

.d’“ (thus being era_lsed_). There is no othe_r type of noise, ie., %r any e > 0, there exist sufficiently large and sufficiently

individual output is either equal to the inplit or an erasure large underlying finite fieldGF(g) such that

“x.” The success probabilitiesf a 1-to-K PEC are described 9 ying q

Lohy ?;non-negatwe parf\me;e]?sstw fo(r;;';ll(l 39 ¢ 2[K1 such Vk € [K], Prob (Xk £ Xk) <e.
a DstrTg = L anatorally < q), . . .

Se2lr TSNS Definition 2: The capacity region of a 1-té&c PEC with

Prob({k e [K]: Zy =y} =S|Y =y) = PSTRTS COF is the closure of all achievable rate vectors.
That is, pgrg denotes the probability that the transmitte€. EXisting Results

symbolY is receivedby and only bythe receivergdy, : k € Theorem 1 (Theorem 3 in][5])The  capacity  region

S1. For all S € 2I5], we also define (R1, Ry) of a 1-to-2 PEC with COF is described by
R R
Pus = Z pS/[K]\S/- p_ll + Pu{12,2} <1 (1)
VS’ e2[K]: 8/ NSA) Ry Ry 1
Pu{1,2} b2 —

That is,pys is the probability thaat least one of the receiver
d in S successfully receive¥. We sometimes usg;, as
shorthand forp ¢y, which is the marginal probability that
the k-th receiverd;, receivesY successfully.

One scheme that achieves the above capacity regidd in (1)
is the 2-phase approach inl [5]. That is, for affy;, Rz) in
the interior of [1), perform the following coding operatn
; . In Phase 1s sends out uncoded information packéts ;,
We assume that the broadcast PEG&amorylesaindtime- andX,, forall j, € [nR;] andjz € [nRs] until each packet

invariant, and useY'(t) and Z(t) to denote the input and g 1aceived by at least one receiver. Thogg;, packets that

output for thet-th time slot. Note that this setting allows theare received byl;, have already reached their intended receiver

success events among different receivers to be dependk_mt, 8nd thus will not be retransmitted in the second phase. Those
def|r!ed aspatial depende_nc@or gxample, when twq logical X, packets that are received bl but not byd; need to
receiversdy, anddy, are situated in the same physical n0dyq "yotransmitted in the second phase, and are thus stored in

we simply set they g5 parameters to allow perfect corre-, separate queug, ,7. Symmetrically, theX ;, packets that
lation between the success eventsigf anddy, . Throughout are received byl; but not byd, need to be retransmitted, and

this paper, we consider memoryless 1Hobroadcast PECs _ .o siored in another quewd, 5. Since those “overheard”

that may or may not be spatially dependent. packets in queue®, ,7 and (), ;5 are perfect candidates for
iiptersession network coding@![7], they can be linearly mixed
) } ) together in Phase 2. Each single coded packet in Phase 2 can
We consider the following broadcast scenario framo o\ serve bothd; and d» simultaneously. The intersession
{d; : Vk € [K]|}. Assume slotted transmission. Soureds  epwork coding gain in Phase 2 allows us to achieve the
allowed to use the 1-tde PEC exactlyn times and would canacity region in[{1). Based on the same lodi¢, [9] derives
like to carry information fork" independent downlink data g achievability region for 1-tds broadcast PECs with COF
sessions, one for eacl}, respectively. For each € [K], the nger aperfectly symmetric settingI3] implements such 2-
k-th Session (froms to d;,) containsn Ry, information symbols phase approach while taking into account of various praktic
Xy = {Xk; € GF(q) : Vj € [nRy]}, where Ry is the data considerations, such as time-out and network synchraaizat
rate for the(s, di) session. All the information symbol§}, ; o
for all k € [K] andj € [nR;] are independently and uniformlyD- The Suboptimality of The 2-Phase Approach
distributed inGF(q). The above 2-phase approach does not achieve the capacity
We consider the setting with instant channel output feekibafor the cases in whicli > 2. To illustrate this point, consider
(COF). That is, for the-th time slot,s sends out a symbol the example in Fid.]1.
In Fig.[d, sources would like to serve three receivetls to
Y(t)=fi {Xp:VEk € [K|},{Z(r) : T €[t —1]}), ds. Each(s,d;) session contains a single information packet

B. Broadcast PEC Capacity with Channel Output Feedbac



peckers XX can be completely removed lay without decoding individual
X, and X». This technique is thus termeddde alignment
: overtesrd (XX which is in parallel with the original interference alignnte

packets method [[1]. Second of all, in the existing 2-phase approach,

Phase 1 has the dual roles of sending uncoded packets to their
oggz}ﬁce:igd: intended _r_eceivers, and, at the same time, creating newngodi
opportunities (the overheard packets) for Phase 2. It tauts
Fig. 1. Example of the suboptimality of the 2-phase approach that this dual-purpose Phase-1 operation is indeed optimal
The suboptimality of the 2-phase approach fgr > 2 is
actually caused by the Phase-2 operation, in which sosirce
Xy, and the goal is to convey eacty, to the intendedl;, for only capitalizes the coding opportunities created in Phdset
all k = 1,2, 3. Suppose the 2-phase approach in Se¢fion Il-§bes not create any new coding opportunities for subsequent
is used. During Phase 1, each packet is sent repeatedly usditket mixing. One can thus envision that for the cdses 2,
it is received by at least one receiver, which either convegs optimal policy should be a multi-phase policy, sayldn
the packet to the intended receiver or creates an overheghdse policy, such that for all € [M — 1] (not only for
packet that can be used in Phase 2. Suppose after Phdse the first phase) the coded packets sent inittie phase have
has received{, and X3, d, has received(; and X3, andds dual roles of carrying information to their intended reess/
has not received any packet (Fig. 1). Since each packet @@l simultaneously creating new coding opportunities ter t
reached at least one receiver, sousamoves to Phase 2.  subsequent Phasés+ 1) to M. These two observations will
Supposes sends out a coded pacKef; + X»] in Phase 2. be the building blocks of our achievability results.
Such coded packet can serve bath and d,. That is, d;
(resp.d2) can decodeX; (resp.Xs) by subtractingXs (resp. I1I. THE MAIN RESULTS
X1) from [X; + X5]. Nonetheless, since the broadcast PEC is
random, the packéfX; + X>] may or may not reach or ds.
Suppose that due to random channel realizatjgh, + X5)]
reaches onlyls, see Fig[ll. The remaining question is what
should send for the next time slot.
The existing 2-phase approachWe first note that since 5. Capacity Results For General 1-f§-Broadcast PECs
ds received neitheX; nor X in the past, the newly received ) L )
[X) + X.] cannot be used by to decode any information Ve define any bijective functiomr : [K] — [K] as a
packet. In the existing results][5].][9}; thus discards the permutation. There are totally! distinct permutatlgns. Given
overheard X; + X,], and s would continue sendingX, + any permutationr, for all j € [K] we defineST = {n () :
X5] for the next time slot in order to capitalize this coding/! € [j]} as the set of the firsf elements according to the

SectionIII=A focuses on the capacity results for arbitrary
broadcast PEC parameters while Secfion 11l-B considers two
special classes of broadcast PECs: the symmetric and the
spatially independent PECs, respectively.

opportunity created in Phase 1. permutation7t. We then have the following capacity outer
The optimal decision: It turns out that the broadcast systen®ound for any 1-tok” broadcast PEC with COF.

can actually benefit from the fact thd overhears the coded ~Proposition 1:Any achievable rategR,,-- -, Rx) must

packet[X; + X;] even though neitheX; nor X, can be satisfy the followingK' inequalities:

decoded byls. More explicitly, instead of sending{; + X5], K g

s should s_end a new pack{aXl + X2 + X3] that mixes all Vi, Z m(4) <1 )

three sessions together. With the ngés + X5 + X3] (plus iD1 Pusy

the previous overhearing patterns in Hig. ), can decode .

X, by subtracting bothX, and X5 from [X; + X» + X3). Sketch of the proof:For any givenr, construct a new

d> can decodeX, by subtracting bothX; and X5 from broadcast channel from the original one by addifg— 1)
(X1 + X5 + X3]. For ds, even thoughls does not know the |nfor_m_at|on pipes connecting all the recewdﬁs_to dK_. More
values ofX; and.X», ds can still use the previously overneardXPlicitly, for all j € [K — 1], create an auxiliary pipe from
[X1 + X,] packet to subtract the interferenck, + X,) from  dx(;) 10 dx(j41). With the new auxiliary pipes, the success
[X1 + Xa + X3] and decode its desired packdt,. As a Probability of dr;) increases fromp. ;) to pusy for all j €
result, the new coded packeX; + X, + X3] servesd;, da, [K] sinced ;) now knows the tran_sm|tted symbwl as long
andds, simultaneously. This new coding decision thus stricti§s at least one af;), Vi € [j], receivest” successfully. Note
outperforms the existing 2-phase approach. that the new broadcast PEC is physically degraded. By the
Two critical observations can be made for this examplé@me arguments as in [5]. [12]] (2) describes the capacity of
First of all, whends overhears a codefl\; + X,] packet, physmally_degraded PEC with COF, which thus outer bounds
even thoughds can decode neitheK; nor X,, such new the capacity of the original PEC with COF.
side information can still be used for future decoding. More u
explicitly, as long ass sends packets that are of the form For the following, we provide the capacity results for
a(X1 + X5) + X3, the “aligned interference® (X, + X,) 9eneral 1-to-3 broadcast PECs.



Proposition 2: For any parameter valuesvk e [K], S, T € 2 satisfyingT C S C (|[K]\k), T # S,
{psm 1 VS (S 2{1’2’3} Of a 1-to-3 PEC W|th COF, the
capacity outer bound in Propositibh 1 is the capacity region

To state the capacity inner bound for 1#0-PECs with Wk;S—T + Z Wi;S—Ty | PU(KN\S) =
K > 4, we need to define an additional functiofy;(ST), VI € S -
which takes an inpuST of two disjoint setsS, T e 2[%]. (TR = (O kD)
More explicitly, f,(ST) is the probability that the transmitted Z WS, T fp ((S\T)([K]\S)) +
packetY” is received by all thosé; with i € .S but not received VSy 1 81 < S,
by anyd, with j € T. That is, T C 51 C ([KN\k)
7 A > wiis, -1y - fo ((S\TL)([K]\S) ) -
fp(ST) B Z pSl[K]\Sl' VS1, Ty : such that ( )
VS1:SCS1, TC([K]\S1) T C S1 C ([K)\k),
. . . (Ty U {k}) < (T U{k}),
We also say that astrict total ordering “<” on 2[5 is T CS, S¢S
cardinality-compatiblef 9)
V51, Sy € 251 |S1| < |S2| = S < Ss. Remark:For some general classes of PEC parameters, one

can prove that the inner bound of Propositidn 3 is indeed the
capacity region for arbitrary< > 4 values. Two such classes

0 < {2} < {1} < {3} < {1,2} < {1,3} < {2,3} < {1,2,3} are discussed in the next subsection.

is cardinality-compatible. B. Capacity Results For Two Classes of 1K0PECs
Proposition 3: Fix any cardinality-compatible, strict total

ordering <. For any 1-toX' PEC with COF, a rate vector \Igveefigztsi:)r:ogysAOlrigﬂ(ms:gg?j?:sdtcsgcpiicrimetricif the
(Ry,---,Rk) can be achieved by Bnear network codef ) y

K] )
there exis2” non-negativer variables, indexed by e 2l%]; ~ channel parameter%ps mps VS €2 } satisfy

For example, fork = 3, the following strict total ordering

{xs >0:VS e 2[K1} , (3) %518 € 25 with |S1] = Sa]. ps, s = P, s
and K 3%~1 non-negativev variables, indexed byk; S — T) Proposition 4: For any symmetric 1-tds broadcast PEC
satisfyingT C S C ([K]\k): with COF, the capacity outer bound in Proposifidn 1 is indeed

(K] the corresponding capacity region.
{“’k;SHT > 0:Vk € [K],VS,T € 27, In addition to perfect channel symmetry, another practical
satisfyingT C S C ([K]\k)}, (4) setting is to allow channel asymmetry while assunmspgtial
independencéetween different destinations.

such that jointly the following linear inequalit&are satisfied:  pefinition 4: A 1-to-K broadcast PEC ispatially indepen-

Z xg <1 (5) dentif the channel parametek%;os[K Gk VS e 2Kl } satisfy
vS:5e2lK]
vT e 2Kl vk e T, %
VS e 2K, PSTRTG = 11 »» II a=»o ).
TT 2 Z Wi;s—(\k)  (6) kesS ke[K\S
EITRESEELY h is th inal bability of destinatil
wherep;, is the marginal success probability of destinatin
Yk € [K], >R 7 . . . .
K], wko—0 - pop) = B ™ To describe the capacity results for spatially independent
1-to-K PECs, we need the following additional definition.
kelK C ([K)\k g : .
vk € [K],vS € ([K]\K), 5 # 0, Definition 5: Consider a 1-taK broadcast PEC with
- marginal success probabilities to px. We say a rate vector
Z WhiS—T1 | PU([K]\S) = (Ry,--- , Rx) is one-sidedly faiif Vi # j satisfyingp; < p;,
VILTiCS we haveR; (1 —p;) > R;(1— p;). We useAqs to denote the
Z W8, 5T, - fp ((S\Tl)([K]\S)) collection of all one-sidedly fair rate vectors.
Sy, Ty : such that The one-sided fairness contains many practical scenar-
TlTQ ?SQS([K]S\ICL ios of interest. For example, the perfectly fair rate vector
1E€5,5E 5 ®) (R, R,---,R) by definition is also one-sidedly fair. Another
example is whemin(py, -+ ,pg) > % a proportionally fair
2 There are totally(1 + K25 -1 + K3K—1) inequalities. More explicitly, rate vector(p; R, paR, -+ ,px R) is also one-sidedly fair.

(@) describes one inequality. There a@&% —1 inequalities having the form For the foIIowing, we provide the capacity of spatially
of (). There are totallyx 35— inequalities having the form of one dfl(7), . d dent 1-td¢ PEC ith COE der th diti f
(), and [®). For comparison, the outer bound in Propos[ficactually has Indepenaent 1- S wi unaer the conaition o

more inequalities asymptotically&{! of them) than those in Propositith 3. one-sided fairness.



Proposition 5: Suppose the 1-té< PEC of interest is spa- 9:
tially independent and the marginal success probabilgas 10:
isfy 0 < p1 < ps < --- < pg, which can be achieved by
relabeling. Any(R1,-- -, Rx) € Agstis in the capacity region
if and only if (Ry,- -, Ri) € Aost Satisfies

K

Ry,
< 1. 10
D T 49

Namely, Propositiof]l is indeed the capacity region when
focusing on the one-sidedly fair rate regidgs;.

12:
IV. THE PACKET EVOLUTION SCHEMES

We now describe a new class of coding schemes, terméd

end if
Sends out a linearly intersession coded packet according
to the coding vectow. That is, we send

Yo = vix - (X110, Xkonke) "

where (X11, -+, Xk nry )" iS a column vector con-
sisting of all information symbols.
In the end of thet-th time slot, use a subroutine
UPDATE to revise thev(Xy ;. ) and S(Xy ;) values
of all target packetsty ;, based on the COF.
if the S(Xy ;) value changes for at least one target
packetX ;, after the WPDATE then

Setfchange 1.

the packet evolutiofPE) scheme, which is the building bIock14f and if
of the capacity / achievability results in Sectiod IIl. 15: end for

In summary, a group of target packdtX, ;, } are selected
according to the choice of the subsEt The corresponding
vectors{v(Xy ;. )} are used to construct a coding vectay.
information packets witlan intersession coding vecterand a The same coded pac'.@&' correqundmg tovy, is then sent

. . . . K repeatedly for many time slots until one of the target packet
s_etS g_[K].An mtersesspn coding vectgr 'S(Ek_zlnR’“)' X ;. evolves(when the corresponding (X ;. ) changes).
dimensional row vector with each coordinate being a scalar{han a new subsef is chosen and the prc;éess is repeated
GF(q). Before the start of the broadcast, for ahye [K| ,niil we use up alln time slots. Three subroutines are used
andj € [nRy] we initialize the corresponding vectar of 55 the puilding blocks of a packet evolution method: (i) How
X, in a way that the only nonzero coordinate wfis the to choose the non-empty C [K]; (ii) For eachk € [K],
coordinate corresponding t& ; and all other coordinates how to select a single target packets, ;, among all X}, ;
are zero. Without loss of generality, we set the value of ﬂ%%ltisfying(S(ij) U {k}) D T; and (iii)"How to update the
only non-zero coordinate to one. That |s initially the cuayli coding vectorw7(Xk7jk) and the overhearing se&(X; , ).
vectorsv are set to the elementary basis vectors.  We first describe the detailed update rule of (iii).

For anyk € [K] andj € [nRy] the setS of Xy ; is
initialized to (). We call S the overhearing sebf the packet
Xk ;. We usev(Xy ;) and S(Xy ;) to denote the intersession
coding vector and the overhearing set of a givep,.

Throughout the: broadcast time slots, constantly updates
S(Xk,;) andv(Xy ;) according to the COF. The main struc-
ture of a packet evolution scheme can now be described
follows.

A. Description Of The Packet Evolution Scheme

Recall that eaclfs, d;.) session hasR) information pack-
ets X; 1 to Xy ,r,. We associate each of thEszlan

§ UPDATE OF S(X} ;) AND V(X% j, )

1: Input: TheT andwvy used for transmission in the current
time slot; And Sy, the set of destinationg; that receive
the transmitted coded packet in the current time slot.

géfor all ke T do

3 if S & S(Xy,j,.) then

§ THE PACKET EVOLUTION SCHEME 5: Setv(Xp,j,) = vix-
L . 6: endif
1: Sources maintains a flagchange INitially, set fchange+— 1. 7 end for

2. fort=1,---,n, do _
3. In the beginning of the-th time slot, do Line§l4 t510. An lllustrative Example Of The PE Scheme:

Let us revisit the optimal coding scheme of the example

4 if fohange= 1 then in Fig.[ of Sectior I-D. After initialization, the three fior-
5 Choose a non-empty SubsBtc [f]. . mation packetsX; to X3 have the corresponding and S:
6: Run a subroutine A&LKET SELECTION, which takes y(y,) = (1,0,0), v(X,) = (0,1,0), andv(X3) = (0,0,1),
T as input and outputs a collection ¢f| packets ang g(x,) = S(X,) = S(X3) = 0. We use the following
{Xk,j, : Vk € T}, termed thetarget packetsThe i5pje for summary.
output { X, ;, } must satisfy(S(X. ., )U{k}) D T
or ,ie%’f} V5 Kh) U 1D [X1: (1,0,000 | X2: (0,1,0)f | X5: (0,0,1)0 |
7 Generatek uniformly random coefficientse;, € Consider a duration of 5 time slots.
GF(¢) and construct an intersession coding vector gjgt 1: Suppose that chooses” = {1}. Since(§U{1}) D
Vox = D e Ok V(X j)- T, PACKET SELECTION outputs X;. The coding vectowy
8: Setfehange<— 0. is thus a scaled version of( X;) = (1,0,0). Without loss of



generality, we choosey = (1,0,0). Based onvy, s transmits T and the target packefs;, ;, and only requires the output of
a packetl X; 4+ 0X3 + 0X3 = X;. SupposgX;] is received PACKET SELECTION satisfying (S(Xy ;) U{k}) 2 T,Vk €
by da, i.e., S = {2}. Then during WDATE, Sx = {2} ¢ T. In this subsection, we state some key properties of any
S(X1) = 0. UPDATE thus setsS(X;) = {2} andv(X;) = generic PE scheme. The intuition of the PE scheme is based
vix = (1,0,0). The packet summary becomes on these key properties and will be discussed in SeEfionl IV-C
: : : We first define the following notation for any linear network
[ 1.00){2} | X>: (0,100 | Xs: (00.0 | codes. (Note that the PE scheme is a linear network code.)
Slot 2: Suppose thatchooses” = {2}. Since(0U{2}) O Definition 6: Consider any linear network code. For any
T', PACKET SELECTION outputsXy. The coding vectowy i  destinationdy, each of the received packet,(t) can be
thus a scaled version of(X3) = (0,1,0). Without loss of represented by a vectow, (), which is a (Zszl an)_

generality, we choc_)setx ~ (0,1,0) apd accordmgly{XQ.] 'S" dimensional vector containing the coefficients used to geae
sent. SupposéXs] is received byd,, i.e., Six = {1}. Since Zu(#). That is, Zu(t) = wi(t) - (X1 1, Xcome) T If
. ) , Ly ) sMITK "

S & 5(X2), after UPDATE the packet summary becomes Z(t) is an erasure, we simply se¢;(¢) to be an all-zero
| X1: (1,0,00{2} | X5:(0,1,0){1} | X5: (0,0,1)0 | vector. Theknowledge spacef destinationd,, in the end of
Slot 3: Suppose that choosesT — {3} and RCKET timet is denoted by 1. (¢), which is the linear span of (1),

SELECTION oUtputs Xs. vy is thus a scaled version of7 < - Thatis,Qz(t) = span(wi(r) : ¥r € [1]).
v(Xs) = (0,0,1), and we choose, = (0,0, 1). Accordingly Definition 7: For any non-coded information packet
[X5] is sent. SupposéXs] is received by{d;,d>}, i.e., Xk, the corresponding intersession coding vector is a
Sx = {1,2}. Then after WDATE, the summary becomes (Zszl nRy )-dimensional vector with a single one in the
| X1: (1,0,00{2] | X5: (0,1,00{1] | X5: (0,0,1){1, 2} | corresponding coordinate and all other coordinates besng, z
We usedy, ; to denote such a delta vector. The message space
Slot 4: Suppose thatchoosed” = {1,2}. Since(S(X1)U  of 4y, is then defined a8y, = span(d; : Vj € [nRy]).

{1}) 2 T and (S(X2) U{2}) 2 T, PACKET SELECTION  The above definitions imply the following straightforward
outputs{ X, Xz }. v« is thus a linear combination 8f(X1) =  |emma:

(1,0,0) andv(X3) = (0,1,0). Without loss of generality, we | emma 1:1n the end of timet, destinationd;, is able to
choosevy = (1,1,0) and accordinglylX, + X5] is sent. gecode all the desired information packéfs ;, Vj € [nRx],
Suppose[Xl + Xo] is received byds, i.e., S = {3}. Then it 5ng only if Qurp C Qzp(t).

during UPDATE, for Xy, S = {3} £ S(X1) = {2}. UPDATE We now define “non-interfering vectors” from the perspec-
thus setsS(X:) = {2,3} andv(X1) = vix = (1,1,0). For 40 of o destinationt.

)22'3‘%‘ :(1{3}}(52 SL(XQ)_: ili"OUP;?QTE thus setsg(XQ) N Definition 8: In the end of timet (or in the beginning of
{1,3} andv(X3) = v = (1,1,0). The summary becomes time (¢ + 1)), a vectorv (and thus the corresponding coded
X1 (1,1,0){2,3} | X2: (1,1,0){1,3} packet) is “non-interfering” from the perspective @f if
Xs3:(0,0,1){1,2} i

Slot 5: Suppose that chooses” = {1,2,3}. By Line[§ of
THE PACKET EVOLUTION SCHEME, the subroutine /CKET By definition, any non-interfering vectow can always
SELECTION outputs{ Xy, X5, X3}. vic Is thus a linear com- e expressed as the sum of two vectsfsand w, where
bination of v(X;) = (1,1,0), v(Xz) = (1,1,0), and /¢, s a linear combination of all information vectors
v(X3) = (0,0,1), which is of the forma(Xy + X5) + 6X3.  for g, andw € Qz(t) is a linear combination of all the
Note that the packet evolution scheme automatically aesiey,,ckets received bys. If v/ = 0, thenv = w is atransparent
code alignmentwhich is the key component of the o_pt'matacket fromd,,’'s perspective since;, can compute the value
coding policy in Sectiof II-D. Without loss of generalityew of w-(X11, -, Xxnr, )T fromits current knowledge space
choosea = =l andvy = (1, 1,1). Y = [Xi + Xo + X5 ) (1), If v/ #£ 0, thenv = v/ + w can be viewed as
Is sent accordmgly. Suppos&; + X, + X] is received by 4 pure information packet’ € Q,,, after subtracting the
{d1,dy,d3}, i.e., Sx = {1,2,3}. Then after WDATE, the ,nwantedw vector. In either casey is not interferingwith

v € span(Qz x(t), Qar k).

summary of the packets becomes the transmission of thés, d;,) session, which gives the name
X1 (14,1,1){1,2,3} | X2: (1,1,1)41,2,3} of “non-interfering vectors.”
X5 (1,1,1){1,2,3} i The following LemmaE]2 arld 3 discuss the time dynamics of

From the above step-by-step illustration, we see that tfe PE scheme. To distinguish different time instants, we ad

optimal coding policy in SectioR 1D is a special case of : time SL;]bSC,”pt an?ol;(ﬁ_l'(Xtﬁjk) agd*?tt(kaik) tlo der:jote
packet evolution scheme. e overhearing set X, ;, in the end of time(t — 1) andt,

respectively. Similarlyy;_1 (X} ;) andv,(Xy ;, ) denote the

B. Properties of A Packet Evolution Scheme coding vectors in the end of timg — 1) andt, respectively.
We term the packet evolution (PE) scheme in Se¢fionlV-A a Lemma 2:In the end of thet-th time slot, consider any

genericPE method since it does not depend on how to choo&g, ; out of all the information packetX; ; t0 X ,,r,. ItS



assigned vectov, (X}, ;) is non-interfering from the perspec-v(Xy ;) is non-interfering fromi;’s perspective, it is as i
tive of d; for all i € (S,(Xy ;) U{k}). directly receivesv(X; ;) without any interference. Similarly,
To illustrate Lemmal2, consider our 5-time-slot example. Isincev (X ;,) is non-interfering fromi,,’s perspective, it is as
the end of Slot 4, we have(X;) = (1,1,0) and S(X;) U if dj, directly receivesv(X_;, ) without any interference. By
{1} = {1,2,3}. It can be easily verified by definition thatgeneralizing this idea, the PE scheme first selecfs @ [K]
v(X1) = (1,1,0) is non-interfering from the perspectives ofand then constructs+ay that can serve all destinatiosc 7'

dy, d2, andds, respectively. simultaneously by mixing the corresponding non-interfgri
Lemma 3:In the end of the-th time slot, we usélz ,(t) vectors.
to denote the@emaining spacef the PE scheme: Creating new coding opportunities while exploiting the
A existing coding opportunities: As discussed in the example
Qrx(t) = of Section[I-D, the suboptimality of the existing 2-phase
span(vy(Xy,j) : Vj € [nRy] satisfyingk ¢ S (X ;))- approach fork > 3 destinations is due to the fact that it

. - fails to create new coding opportunities while exploitind o
) For anyn and anye > 0, there exists a sufficiently Iargecoding opportunities. The PE scheme was designed to solve
finite field GF(q) such that for allk € [K] andt € [n], this problem. Let us assume that thecRET SELECTION in
Prob (span(Qz.x(t), Qr.x(t)) = span(Qzx(t), Qarr)) Line[d chooses th&(;, ; such thatS(X}, ;) = T'\k. That is, we
Sl choose theX,, ; that can be mixed with thosg, d;) sessions
' with [ € S(X ;) U{k} = T. Then Line[# of the BDATE

Intuitively, Lemmal[3 says that if in the end of timeguarantees that if some othéy, i ¢ T, overhears the coded
t we directly transmit all theremaining coded packets transmission, we can updat& X}, ;) with a strictly larger set
{vi(Xy ;) :Vj € [nRk], k ¢ Se(Xy ;)} fromstody througha S(Xp ;) U Sx. Therefore, new coding opportunity is created
noise-free information pipe, then with high probabilify,can since we can now mix more sessions @l i € S(Xx;))
successfully decode all the desired information packéts together with X ;. Note that the coding vectov (X ;) is
to Xk nr, (see Lemmdll) by the knowledge spdee (¢) also updated accordingly. The newX; ;) represents the
and the new information of the remaining spdeg ;. (t). necessary “code alignment” in order to utilize this newly

. . created coding opportunity. The (near-) optimality of the P
C. The Intuitions Of The Packet Evolution Scheme scheme is rooted deeply in the concept of code alignment,

Lemmad® anf]3 are the key properties of a PE schemewhich aligns the “non-interfering subspaces” through thiatj
this subsection, we discuss the corresponding intuitions. use ofS(X}, ;) andv(Xy ;).

Receiving the information packet X ;: Each informa- i
tion packet keeps a coding vectst( X, ;). Whenever we D- Analysis Of The PE Scheme
would like to communicateX;, ; to destinationd;, instead One advantage of a PE scheme is that although different
of sending a non-coded packét, ; directly, the PE scheme packetsX}, ;, and X; ;, with k£ # i may be mixed together,
sends an intersession coded packet according to the codimgcorresponding evolution &f; ;, (the changes of (X} ;)
vector v(Xj, ;). Lemmal[B shows that if we send all theand v(Xj ;,)) are independent from the evolution &f; ;,
coded vectors/(Xy, ;) that have not been heard by (with (see Lind R of the BDATE). Also by LemmdR, two different
k ¢ S(Xy ;) through a noise-free information pipe, thép packetsX;, ;, andX; ;, can share the same time slot without
can indeed decode all the desired packets; with close-to- interfering each other as long ase S(Xi ;) and k €
one probability. It also implies, although in an implicit wa S(X; ;,). As a result, the throughput analysis can be done by
that once av(Xy ;,) is heard byd; for somej, (therefore focusing on the individual sessions separately, and cerisigl
k € S(Xk,j,)), there is no need to transmit this particulahow many time slots from different sessions can be combined
v(Xk,j,) in the later time slots. Jointly, these two implicationsogether. The achievability results are proven by anatyzin
show that we can indeed use the coded paekef, ;) as the throughput of the PE scheme with carefully designed
a substitute forX; ; without losing any information. In the mechanisms of choosing the §étind the corresponding target
broadest sense, we can say thHatreceives a packetX ; packets{Xy ; :k € T} of a generic PE scheme.
if the correspondiny (X}, ;) successfully arrived, in some
time slot¢.

Serving multiple destinations simultaneously by mixing ~ We first notice that both the inner and outer bounds are
non-interfering packets: The above discussion ensures thdinear programming (LP) problems and can be evaluated
when we would like to sendXy ;, to d;, we can send a by any LP solvers. We perform numerical evaluation for
coded packet’ (X}, ;. ) as a substitute. On the other hand, bgpatially independent 1-té- broadcast PECs with COF by
Lemmd2, suclv(Xj_;, ) is non-interfering fromi;’s perspec- randomly varying the values of the marginal success proba-
tive for alli € (S(Xy,;, )U{k}). Therefore, instead of sendingpbilities (p1, - - - , px). Note that although there is no tightness
a single packet (Xy j, ), it is beneficial tolinearly combine guarantee foX > 4 except in the one-sidedly fair rate region,
the transmission of two packets(X, ;) and v(X; ;) to- inall our numerical experiments withi < 6 (totally 3 x 10* of
gether, as long a$ € S(X ;) andk € S(X; ;). Since them), we have not found any instance of the input parameters

V. NUMERICAL EVALUATION
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in a perfectly fair system versus
the marginal success probabiliy of a symmetric, spatially independent 1-

bounds for general 1-té¢ broadcast PECs, both of which
can be easily evaluated by any linear programming solver for
the caseds < 6. It has also been proven that the outer and
inner bounds meet for two classes of 1Aobroadcast PECs:

the symmetric broadcast PECs, and the spatially indepénden
broadcast PECs with the one-sided fairness rate congtraint
Extensive numerical experiments have shown that the outer
and inner bounds meet for almost all broadcast PECs encoun-
tered in practical scenarios.
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