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Toward Sustainable Networking:
Storage Area Networks with Network Coding

Ulric J. Ferner, Muriel Médard, and Emina Soljanin

Abstract—This manuscript provides a model to characterize
the energy savings of network coded storage (NCS) in storage
area networks (SANs). We consider blocking probability of dives
as our measure of performance. A mapping technique to analyz
SANs as independentM/G/K/K queues is presented, and
blocking probabilities for uncoded storage schemes and NC8&re
derived and compared. We show that coding operates differety
than the amalgamation of file chunks and energy savings are
shown to scale well with striping number. We illustrate that for

« Using this model, we derive blocking probabilities of

SANSs with uncoded storage;

o We analyze an NCS scheme using a similar framework

to random linear network coding (RLNC) and show that
NCS performs better than uncoded storage; and

« We present a simple energy consumption model for

SANSs to illustrate how reductions in blocking probability
translate into energy savings.

enterprise-level SANs energy savings of 20-50% can be rezadd. ) S
To increase the speed of data distribution and download

speeds, the use of network coding has garnered significant
attention, primarily in peer-to-peer networks [9]-11. $ys-
tems closer to SANs such as distributed storage, network
|. INTRODUCTION coding has been proposed for data repair [12]-[14]. How-
ever to the authors’ knowledge, little work has considered

URRENT prlojections ?ndicat_e that the Wo.rldwide dat"fhe application of network coding in SANs for blocking
center (DC) industry will require a quadrupling of capac;

: L ) obability improvements. Network designs for the explici
ity by the year 2020([1], primarily through increased dema’ﬁ{anagement of network energy have focused on full DCs
for high-definition video streaming. In addition to reqoi

S . L . 3 or content distribution networks [15][ [L6], as opposed to
significant financial investments, worldwide DC capacities individual SANS

approaching a scale in which their energy consumption an he remainder of this paper is organized as follows. Section

carbon foonrint_ iTQ‘ significam [2]. approaching the scafe il provides preliminary material, including the SAN energy
the wo_rIdW|de airline mdustry 111,131, [4]'. . - model and the SAN service model. Section Il develops a
In this paper, we consider the energy efficiency Of'nd'VIdu?h?oretical analysis of NCS and its effects on SAN energy.

storage area networks_ that make up DCs. Storage area Iéee(:tioﬂﬂ discusses new directions for research and cdaslu
works (SANSs) are designed so that large numbers of cont paper

consumers can be serviced concurrently, while the average
quality of the user experience is maintained. Specific#tig,
probability that a piece of content is unavailable to anyruse
and there being an interruption during consumption, is kept

small. Tq achie_ve these small _blocking probabilit_ies,\'ritQjaI for a single SAN. Secondly, the SAN video-streaming based
content is replicated on multiple drives| [5]. This replioat service model used later in the paper is described.
increases the chance that, if a server or drive with access to

target content is unavailable, then another copy of the same
file on a different drive can be read instead. Modern conteft Data Center Energy Model

r_eplicatior_1 strategies are designed to help SANs servi¢e_ mi The energy use of a SAN is decomposed into the storage of
lions of video requests in paralléll[6]. Examples of SerSICqata and the energy used in the transmission of that stotad da

that use such scalable systems include YouTube [7] and ngjfbrage energy in the SAN is consumed by (i) serllei#;
[81. r:éorage units; and (iii) auxiliary units such as coolindjoef

Index Terms—Cloud computing, data centers, network coding,
gueuing theory, storage area networks, sustainability.

Il. PRELIMINARIES

Firstly, this section describes the typical energy breakdo

The goa! of this paper Is to characterize the finanpial_aq hting, and load balancers. Transmission energy is define
energy savings of NCS in a single SAN. The key contributio the energy consumed by all active routers and switches

include: . between SAN drives and users’ terminals. A typical energy
» We provide aM/G/K/K model for SANs; breakdown is depicted in Fig] 1.

We compute the average enerflyz) of a SAN, composed
of servers and routers [115] using

E(z) = xp (nvys + hvyr), 1)
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(e-mail: emina@research.bell-labs.com). IModern DCs can have anywhere between 1 and 300 000 seivgrs. [2
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Fig. 1: A typical SAN is composed of multiple servers, drivasd
auxiliary components such as cooling and lightingl [15].][1Z8].
A typical breakdown of the energy consumption of these uisits
depicted. The iconography used throughout this paper éssilewn.

TABLE I: Typical network parameters in the SAN energy conpam
tion model for [(1).

Parameter name Notation | Typical value
Number of hops from auserto aDC A 14
Router energy/bit Yr 150 J/Gb
Server energy/bit Vs 572.3 JIGb
PUE p 2

wherez is the communication load in Gb/s apds a constant
power usage effectiveness (Pl&ﬁ’.arameterSys and~, are
the server and router energy per bit, respectively. Notetha
and~, are both measured in W Gb/s= J/Gb. Finally,h is
the average number of hops from a user to the DC ransl
the number of servers in the SAN.

As per Fig[1, the direct power requirements of storage unﬁ
are small in comparison to servers and auxiliary units a

(@) ignores direct storage unit power consumption. Ciiiica

however, although the power requirements of storage urgts &

small, reducing the number of storage units correspongin

reduces the number of servers required to manage th

storage units. It is through this coupling of server andagjer

requirements that reducing storage requirements can eedl

SAN energy requirements.
It is instructive to illustrate typical parameters value<1)).

Industry standards for PUErange from 1.09 to 3, depending
on the size and sophistication of the systems of intefest [
[19]. On the server energy per bjt, numerous studies haveS

read requests are load balancers, servers, I/O buses aagesto
drives. We describe the connectivity of these components as
well as the service models for each.

Upon arrival of a user’s read request, that request traserse
path through the following hardware components: The retques
arrives at a load balancer and is then forwarded onto a subset
of servers. Those servers attempt to access connected thive
read out and transfer the requested content back to theLieser.
{Si}iL, be the set ofv SAN servers, and D, ;}7 be the
m,, drives connected t6,,. Definev = max{my,...,m,} as
the maximum number of drives to which a single server can
be connected.

Any individual drive can only concurrently access a limited
number of read requests—this restriction is particulary-p
nounced in the case of high-definition (HD) video—so each
drive has an I/O bus with access bandwidghbits/second
[20], and a download request requires a streaming and fixed
bandwidth ofb bits/second. Component connectivity is shown
in Fig.[2.

We use the following notation for files and chunks therein.
Let drives in the SAN collectively store a file libratf =
{f1,..., fr}, wheref; is theith file, and there ard’ files
stored in total. Each filef; is decomposed into equal-sized
chunks, and all files are of the same size. Note that, in the
NCS scheme, chunks are the units across which coding is
performed. Typical chunk sizes for video files in protocols
such as HTTP Live Streaming (HLS) are on the order of a
few seconds of playback [21], although this is dependent on
arious codec parameters. The SAN stofiéscopies of each

qge We order theT chunks of file f; in time, by fi(k) =
(k)

i1 fi(fr})}, wherefl.(_”;) is thekth copy of thejth ordered
hunk of files.
| We allow striping of file chunks across multiple drives.
jping is a technique in which chunks from the same file are
systematically distributed across multiple disks|[20] peed
R read times. An example of a common striping standard is
the RAIDO standard. In particular, a server striping fflﬁ“)
may read sequential chunks from the same file in a round-
robin fashion among multiple drives. We make the following
sumptions about file layout throughout the SAN, and the
riping of content:

File are not striped among servers, i.e., each file qf:fﬁi/

sought to measure this experimentally by estimating thal tot e
power consumed by a single server and applying affine load-
to-power models. We use experimentally derived estimates o

is managed by only a single server and chunkg“ﬁf
are not split across drives connected to different servers;

Define s as the number of drives across which each file
is striped; if a file is striped acrossdrives, we refer to

it as ans-striped file and

The contents of each drive that stores a portion of an
s-striped file is in the formfi(j), i(ﬁ)ﬂ, fi(f;)HS, ...,and
define these chunks as thth stripe-set for filef;.

~vs = 572.3 and v, = 150 [15]. See Tabl¢]l for a summary;
these will be used in Sectignllll to calculate total SAN energ
consumption.

B. Storage Area Network Service Model

The analysis of SAN energy usage requires an understand- _ ) (1) )
ing of the availability of requested content over time, wnire AS @n example, consider a SAN in whicf)"* is striped
available content is located, as well as the service timetayr aCross three drives. A server connect?d) to all drives would

1 . . . 1 .
content. The modeled hardware components that service Jﬁjd chunks in the f(ljllowmg order: (]ﬁi,ll from Dy 15 (2)
fi(Q) from D1 2; (3) fi(3) from D, 3; (4) fi(4) from D, ;, and

2The auxiliary se_rvices of a SAN are (_:aptured by th_e industandard Sd on. ’ ’
power usage effectiveness” multiplier, defined as theorafithe total energy We model user read requests as a set of independent Poisson

consumed over the energy consumed by the IT equipment suskreasrs, ) - . ;
external storage, and internal routers and switches [15]. processes. In particular, we invoke the Kleinrock inde gere
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Fig. 2: Hardware components in the SAN service model. Thd lmalancer is denoted by the auxiliary nofié3, serverm by S.., and
drive (m, j) by D,, ;. Each drive is connected to a single server through an I/Onlillsaccess bandwidtti b/s. Each chunk read request
arrives at and is processed BB prior to being forwarded to some serv8y, and then a set of drives. Filg is s-striped and each server
has access tb’ copies of each file chunk, each on different drives. In thisneativity layout, drive contents are shown to the right afle
colon.

assumption[[22] and model arriving read requests for eamdad request arrives. If instead all access bandwidth alats
chunk f; ; as a Poisson process with arrival raie, which currently allocated, then that request is rejectetdlockedby

is independent of other chunk read request arrivals. Uporthat drive. If a request is accepted by a drive then that drive
request arrival, the load balancer randomly assigns thgestq controller has determined it can meet the various read gmin
to some servers,, with uniform distribution. (This splits the guarantees for that request and a bandwidth slot is alldcate
incoming Poisson process and each server sees requestsitatnally, each drive has a disk controller queue for rastpie
rate A\.) ServerS, then requests the relevant chunks fromnd some service distribution governing read request times
its connected drives{Dw}T;l. Since a download request[23]-[27]. However, thanks to the internal disk contraier
requires a streaming and fixed bandwidth tobits/second management of request timing guarantees, all acceptedsequ
then if the requested file is-striped, each drive 1/0O busreads begin service immediately from the perspective of the
will require access bandwidth of sizgs. See Fig[P for an servefd If a drive currently cannot accept new read requests
illustration. In addition, the ratie B/b is thenumber of access from servers we say that drive is irbéocked statelf no useful
bandwidth slotghat each active drive has available to servicaformation relevant to a download request at seSjecan be
read arrivals. Once a particular drive’s 1/0 access bantiwidserviced from any connected drives upon that requestsagrriv
is allocated, that drive has an average service timd /of

seconds to service that chunk read request.
q 3The full service distribution for modern drives such as SAd#ves is

A dri | f if it h dependent on numerous drive model specific parameterginglyproprietary
rive can only accept a new request from a server It it %ﬁeue scheduling algonthms disk mechanism seek timéiadey switching

sufficient 1/O access bandwiditi s available at the instant thetime, and block segment sizés [25].



then that server blocks or rejects that read request. :@ Dii: fi(’ll),..' f,lT)fs 1
i.i.d. processes . e 1
[Il. ENERGY CONSUMPTION OFNCSAND UCS PR /@ Dii S - 17
.. gty Bl e )
This section begins by determining the SAN blocking Dy w1 £1 ,;(_L;’ls:
probability in a UCS scheme as a function of the numbe =--Z=-= :(';U: == (:Wf ==
of drives and the striping number. The NCS scheme is the Drsw: fis ™ fir I
described, after which the corresponding blocking prois  / ~— ~, 7 N~ TTTTTTTT '
are determined. The energy consumption functions of UCS at
NCS schemes are then contrasted and compared.
In the UCS scheme, without loss of generality, set the liprar
F = {f;} to be a singles-striped file withW copies of each
chunk in the SAN. If no drive contains more than one copy
of a single chunk, theslW < m,,, Yu € {1,...,n}. ASSUme (a) An example SAN in which a single server has acces$¥tocopies of
that all chunks have uniform read arrival rates)\se A\ Vi€ file f;. Each connected drive has total access bandwidthand each slot
{1,...,T}. As discussed, the path traversed by each Poiss‘[@jfjw?g{;]dgg?éﬁa"éi?;&gatﬁz %Oggescéﬁ‘eigg"%gﬁfﬁ%g"%ﬁg&;ﬁ;ﬁ?

process arrival is shown in Fifl 2, and once a chunk readdsthis architecture is shown below in F[g_3(b). For sirjyi of illustration,
accepted by a drive, that drive takes an average time/af Wwe assume integrality df'/s.
to read the request.

We model the blocking probability of this system as follows. - ':j' -
File f; is blockedif there exists at least one chunk fia that o L I :
is in a blocked state. Chunk; ; is available if there exists a 5B/ service units per drive : |
drive that contains it and has an available access bandwic AT/s :]: mmmToo o
slot. An s-striped drive that holds a single stripe set may =]
service requests from eithg?’/s] or | T'/s| different chunks, .
depending on the length of the stripe set. We merge all re¢® ndependent
requests for chunks fronjth stripe set of a file copy into a M/G/KY /K" —
single Poisson process with arrival rate queues —

—

service unit

—

AT/s]+1(j < T mods), ) | —

wherej € {1,..., s} is a drive index containing thgh stripe- _Q

set, andl is the indicator function. For each file copy, there _Q

will be T mod s drives with rate[7/s] ands—T mod s with boomoTEee
rate |7'/s]. We map each access bandwidth slot onto a singl§ the equivalentv//G/ K /KU mapping from Fig[ 3(). For simplicity of
independent service unit from aW/G/KY/KY queue, see illustration, we assume integrality af/s.

for instance[[28], in which each queue h&S service units.

: : : : ig. 3: An example mapping from a network architecture with a
Iﬂre;\j/aé?gvc/%?fsqngxasglpe set on different drives, S§ing|e server to add/G/KY /KY queue in the UCS scheme. Note

that s independent queues exist in this mapping. For simplicity of
illustration, we assumé& mod s = 0.

KY = [sBW/b| )

independent service units for théh stripe set. This mapping ropapility that not all chunks are available, is then gisn
is depicted in Figl.13. Thé/ denotes that the arrival process is

Poissonz denotes a general service distribution with average | (p[T/s])K" T'mod s

rate ;i; and KV denotes the total number of service units infy =1— | 1 — TSI (1 + KU, p[T/s])

the system, as well as the maximum number of active service ’ o med

requests after which incoming requests are discarded [28]. (p|T/s))K" s meds
[T/s])

The blocking probabilitbe(j) of the jth stripe set queue is B erlT/sIT(1+ KU, p
given by the well-studiedrlang B blocking formula, (4)

(p[T/s1) <" .
Pb(j) _ ) o ar KT prrsy 0 Y < T mod s

(o1 T/s))<" olse A. NCS Design
ePIT/sDT(1+KY ,p[T/s])

We now describe our NCS scheme and compute the cor-
where p = A/p and T is the upper incomplete Gammarésponding blocking probability. NCS is equivalent to UCS
function. The probability that a chunk is available is equ&xcept that we replace each Cthﬁ’?’ from the SAN with a
to1-— Pb(”. The probability thatf; is blocked P, i.e., the coded chunlcz(-)kj). To allow for video streaming applications,



we wish to allow a user to receive, decode, and begin playir Bi:
chunks at the beginning of a file prior to having received thi |
entire file. Coded chunks are constructed as follows. Weldivi e
each file intoL equal-sized block windows or generations, ’
each containing: chunks. Owing to striping, we constrain
r < s ands/r € N*. (There will be no performance gain A
from network coding if there is coding across chunks on th
same drive, and coding across chunks on the same drive mi
exist if r > s.) Let B, ; be thelth block window/generation,
where 5; ; is a subset of filef;'s chunk indices and3;; is
disjoint from all other block windows. See Fig. 4(a) for an

illustration.
(k) . . . . . (a) An example of a single server system that only has acoessihgle copy of
Coded chunl@i i J € Biyl’ is a linear combination of all file f;. This depiction withi¥ = 1 is in contrast to Fig.13 and is only for visual

uncoded chunks in the same block window that contgins simplicity. Chunks are coded using NCS, and those in the saigigighted
block are composed of coded chunks from the same block window

Cg,kj) = Z Oégj]) f i(,];)) (5) o ioivijc unit

pEB;

i.i.d. processes

A —

rAT/s 1 )
Whereaz(f]). is a column vector of coding coefficients drawn — j—'— : :Dm,..,Du

1
from a finite fieldF, of size ¢ [29], and where we trea(,fi(f;) :
as a row vector of elements frof. We assign coding coeffi- s/r independent !
cients that compose eael}) with uniform distribution from ~ M/G/K“/K =
F,, mirroring RLNC [30], in which the random coefficients queues
are continuously cycled. In this scheme, coded chynknow

|
!
|
provides the user with partial information on all chunks in rAT/s jl ' Die Dy.
|
I
I
I
]

its block window. Note that coefficients are randomly chose! -
across both the chunk indgxas well as the copy. Similarly
to [12], when a read request arrives for a coded chunk, tt
relevant drive transmits bottffj) as well as the corresponding
coefficients{a;’f; }.

In the NCS scheme, the blocking probability is determineelg. 4: An example mapping from a single server hardwareiarch
as follows. Similar to UCS, we merge the independent Poisstssture with a single copyV = 1 of file f; to an M/G/K“ /K®
arrival processes for uncoded chunk ;: j € B;,} into a queue in an NCS in blocks afchunks. In Fig[4(@), file chunks have

. . . . been coded using NCS, and those in the same highlighted bieck
Poisson process with arrival rate eithex[T/s] or rA|T/s], composed of coded chunks from the same block window aq per (5)

depending on the stripe-set length. This process can be intf_br simplicity of illustration, we assume integrality @f/s.
preted as requests for any coded chunk that has an innovative

degree of freedom in thah block window. See Fid.]4 for an

example mapping from a hardware architecture to a queu€jifplies the NCS blocking probability?C is given by
which W = 1. Generalizing such an architecture, the request

(b) A queue mapping from Fig. 4{a).

rates for an innovative chunk in thigh block window are . (rp(T/S‘I)KC s/r
ag?;rrlng::rpped to an equivaleM/G/K“/K“ queue with b e PIT/SIT(1 + KO, rp[T/s])
p c i_LT m?d sJ
L 1 alT/shE
K =rK"”, (6) erelT/sID(1 4+ K€, rp|T/s))

_ )
and so the blocking probabilitﬁfﬂc) for each coded stripe
setM/G/K /K queue is given by B. UCS and NCS Comparison

«C We now compare the blocking probabilities and energy
joy eTPFT/S(WTF((ﬂﬂ)C,GC[T/sD , 7 < (T mods)/r efﬁmgnues of NCS anq uUCs. Fl_ﬁ] 5 plofd (4) ad (7) as a
= (rp|T/s))% olse function of W for three @fferent stripe-rates= 2,4,8, wh|ch.
erPT/sIT(1+ K rp|T/s]) ° : we refer to as low, medium, and high stripe-rates, respagtiv
We set the number of chunks 6 = 150 to approximate a
The constraints/r € NT ensures that the queuing modethort movie trailer if chunks are divided up using a protocol
hass/r independent queuing systems and that no intra-drigach as HLS. Finally, the number of videos that each drive
coding exists, in a similar fashion to the UCS scheme. Thisin concurrently servic®/b is set to 2.

Py




As the stripe-rate increases, the benefit of the NCS schefite layout schemes such as super-chunks can certainly allow
over UCS become more apparent. In particular, assumiggstem designers to rearrange queue statistics by merging
a target quality of service (QOS) of, = 1078, in the queues, but it ithe inter-drive information coupling and the
low stripe-rate scenario the number of file copies requirédcrease in available service units that follows from it ahis
has approximately a 20% savings. In contrast, in the highkey differentiator between NCS and such existing placemen
stripe-rate scenario the number of file copies required hsisategies.
approximately a 50% savings.

D. Energy and Financial Implications

C. Super-chunks We now estimate the potential energy savings for a SAN
We now sharpen the distinction between NCS and existitigat uses NCS using the model outlined in Secfion]ll-A. The
chunk-layout schemes. It is reasonable to ask, if codingkéu two primary terms in the energy coefficient il (1) are the
across drives provides blocking probability gains, theesdonys and vy, terms. Although the storage of data with RLNC
amalgamating chunks together in other formats providelaimiwould likely reduce communication requirements and hence
gains? We consider an example of amalgamating sequentéduceh, we assume there are no differenceshirin NCS
chunks(f; , ..., fij+i) into super-chunksaand compare the and UCS. An estimate of the order of magnitude of energy
blocking probability performance of that scheme to the @forsavings follows. As an illustration, assume that each serve
mentioned UCS scheme. We adapt the UCS scheme to osnages up to twelve drives= 12 and that each drive stores
super-chunks as follows. Consider the super chunk file tayd terabytes (TB) of data: Hence every 24 TB of data saved
depicted in Fig[Bh. If the chunk size is increasetimes in allows one server to be switched off. Referring to Fig. 1 and
comparison to normal chunks, then each super-chunk wil takable[l, a server directly consumes 325 W and with a typical
I times longer to be read. Keeping the number of chunks BUE of 2, each switched off server yields a 650 W/24 TB,
superchunks on each drive constant for comparison purposes, 27 W/TB, saving.
then in the super-chunk scheme we havesghstriped file A percentage energy saving illustration is estimated using
as opposed to as-striped file. Consider independent arriva{l). In an enterprise SAN server energy consumption domi-
processes for each super-chunk each with fateand that nates router consumption, so
the entire super-chunk is returned upon request. The traffic
intensity for the super-chunk model is given by

INT/s/p/l = 1?pT/s. (8)

A TpNYs (11)

and with a targetP, = 1078, we estimate that thenergy

In addition, owing to striping over a smaller number of dsveconsumption is reduced by 20—-5Q#% one moves from a low
we have less bandwidth available to service incoming requeso high striping-rate regime.

This drops the number of service units in the queuing systemwe now convert these energy savings into SAN Operating

to expenditure financial savings. A typical annual energy cost
SC U for an enterprise-size SAN is USD$3M| [4] and over a typical
K°% =[K"/1]. 9 o . . . .
ten year lifetime, savings can be estimated using a disedunt
Assuming integrality ofs/, the final blocking probability for cashflow model to compute the net present value (NPV) [31]:
the super chunk scheme is then given by 10
! NPV =Y __Ch (12)
PSC — 1 (1 (12T /5)!"" /1 )S/ T A+ wACo)?
b =1-= T s -
e PT/sT(1+ [KY/11,12pTs) where NPV is the net present valu&;F; is the cash flow

in yeari, andW ACC is the weighted cost of capital for the

Fig. [@ provides an example plot comparing the blockingjdustry of interest given by [32]

probabilities of the normal chunk layout to the super-chunk D E

file layout, with! = 2. The performance of the super-chunk WACC = D+E'P + D+E E

file layout is significantly degraded compared to the normFH

chunk layout since the rate of the system has increased %?%1;:: izsnedpc,oi{ g? éazgr?natrﬁetgeca?;%rjgt? d?:;’ eei?i't,y!’lﬂCOSt
the number of service units available to service those que ' qurty Y, 1esp )

use the average ratio of values as per Table Il to compute an
has decreased. 9 b P

Alternative super-chunk layouts exist where, for examplgpv savings of USD$4.04-10.1Whis significant financial

(13)

R aving stems from the fact that small duplication savings ar
the memory per drive is kept constant as opposed to t g P gs

number of chunks per drive. In such a layout the load ﬁjnlflcantly magnified in enterprise level SANs owing tayar

the system increases by a factor bfand the number of erver and drive numbers.
service units remains the same; again the blocking prababil

is higher than the normal file layout. The performance gain
of NCS is tightly coupled to the increase in the number of This paper has characterized the energy savings of NCS in
available service units to service chunk read requesttei®@ifit SANs. We introduced a mapping technique to analyze SANs

IV. DISCUSSION& CONCLUSIONS
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(a) The effect of NCS on duplication requirements in an eXansingle SAN
on the blocking probabilityP, with a low stripe-rate in a system with low loac
In this setup the stripe-rate is setd4o= 2, the number of chunks 1% = 150,
B/b=2andp=0.2.
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Fig. 6: An example of a super chunk file layout. Each connedtae

has sB/b available access bandwidth slots and employs the UCS
scheme with super chunks. Each super chunk is an amalgasetted
of [ chunks.
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(b) The effect of NCS on duplication requirements in a sin§®&N on the 10 == T
blocking probability P, with a medium stripe-rate in a system with heavy lo¢ RN _
In this setup the stripe-rate is set4o= 4, the number of chunks i§' = 150, N
B/b=2andp=0.9. \
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(c) The effect of NCS on duplicationVKequirements in a singk&N on the
blocking probability P, with a high stripe-rate in a system with heavy load.
this setup the stripe-rate is set 40= 8, the number of chunks i = 150,
B/b=1andp=0.9.

Fig. 5: The effect of NCS on duplication requirements as ation
of blocking probability under various stripe-rates andtegsloads.
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