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Abstract—An interpolation-based decoding scheme for inter-
leaved subspace codes is presented. The scheme can be used
as a (not necessarily polynomial-time) list decoder as wellas a
probabilistic unique decoder. Both interpretations allowto decode
interleaved subspace codes beyond half the minimum subspace
distance. Further, an efficient interpolation procedure for the
required linearized multivariate polynomials is presented and a
computationally- and memory-efficient root-finding algorithm for
the probabilistic unique decoder is proposed. These two efficient
algorithms can also be applied for accelerating the decoding of
interleaved Gabidulin codes.

Index Terms—Network coding, subspace codes, rank-metric
codes, lifted MRD codes, efficient interpolation, efficientroot-
finding

I. I NTRODUCTION

Subspace codes have been proposed as a tool for non-
coherent networks, i.e., the network topology and the linear
combinations performed by the intermediate nodes are not
known by the transmitter and receiver [1], [2]. Several code
constructions, upper bounds on the size, and properties of
such codes were thoroughly investigated in [1]–[10]. Subspace
codes with efficient decoding algorithms include theReed–
Solomon(RS)-like code construction by Kötter and Kschis-
chang [1] (KK codes) and the liftedmaximum rank dis-
tance(MRD) codes (see also [11]–[13]) by Silva, Kötter and
Kschischang [2]. For decoding lifted MRD codes, the linear
operations performed by the network must be reversed before
starting the decoding process. This step is calledreduction
and allows to apply known error-erasure decoding schemes
for MRD codes to lifted MRD codes, but with the additional
computational cost of the reduction, see [2].

An interleavedMRD code consists ofs parallel matrices,
which are codewords ofs MRD codes (in particular Gabidulin
codes). One benefit of using liftedinterleavedMRD codes in
network coding is a reduced overhead for large interleaving
orders. In [14]–[16] it was shown that probabilistic unique
decoding as well as (not necessarily polynomial-time) list
decoding of interleaved Gabidulin codes beyond half the
minimum rank distance is possible. The main problem of list
decoding subspace and MRD codes is that the list size might
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be exponential in the code length, see [17]. The approaches
of Mahdavifar and Vardy [18], [19] and Guruswami and
Xing [20] provide list decoding schemes for subcodes and
modifications of KK and MRD codes. Further, Trautmann,
Silberstein and Rosenthal presented an approach for list de-
coding lifted Gabidulin codes [21]; here the complexity grows
exponentially in the dimension of the subspace.

In this paper, we present an interpolation-based decoding
scheme fors-interleaved KK codeswithout the need for
reduction at the receiver. This approach can be applied as a
(not necessarily polynomial-time) list decoder or as a proba-
bilistic unique decoder. The main contribution in this paper
is that we show how the desired multivariate polynomials
can be constructed efficiently using an interpretation of the
general linearized polynomial interpolation from [22]. The
computational complexity of the interpolation step is therefore
reduced fromO(sn3

r) to O(s2nr(nr − τ)) operations inFqm ,
wherent and nr are the dimensions of the transmitted and
received spaces, respectively, andτ denotes the decoding
radius. Further, we propose a computationally- and memory-
efficient root-finding algorithm for the unique decoder which
reconstructs the message polynomials inO(s2k2) operations
in Fqm , wherek is the number of data symbols fromFqm . This
reduces the computational complexity for the root-finding step
compared toO(s3k2) for the recursive Gaussian elimination
from [16]. Both proposed algorithms can also efficiently solve
the interpolation problem and root-finding system for the
interleaved Gabidulin codes in [16].

This paper is structured as follows. In Section II, we give
basic definitions and describe notation. Section III explains
the principle of our interpolation-based decoding algorithm,
including calculating the maximum number of tolerated in-
sertions and deletions, and clarifying how we generalize and
improve principles from [1]. In Section IV, we outline how
our ideas apply to list and unique decoding. Sections V and VI
provide efficient interpolation and root-finding algorithms, and
Section VII describes the entire decoding procedure. Finally,
Section VIII concludes this paper.

II. PRELIMINARIES

A. Finite Fields and Subspaces

Let q be a power of a prime, and denote byFq the finite
field of orderq and byFqm its extension field of degreem.
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F
n
q denotes the vector space of dimensionn overFq and the

projective spacePq(n) is the set of all subspaces ofFn
q .

Matrices and vectors are denoted by bold uppercase and
lowercase letters, respectively, such asA anda. The row space
and rank overFq of a matrixA ∈ F

m×n
q is denoted byRq(A)

and rk(A) and the kernel ofA is denoted byker(A). We
index vectors and matrices beginning from zero, and[1, n]
denotes the set{1, 2, . . . , n}.

For two subspacesU ,V in Pq(n), let U ⊕V be the smallest
subspace containing the union ofU and V . The subspace
distancebetweenU ,V in Pq(n) is

ds(U ,V) = dim(U ⊕ V)− dim(U ∩ V). (1)

A subspace codeis a non-empty subset ofPq(n), and has
minimum subspace distanceds when all subspaces in the code
have distance at leastds and there is one pair of subspaces
with distance exactlyds.

As channel model we use the operator channel from [1].
Such a channel has input and output alphabetPq(n). The
outputU is related to the inputV of dim(V) = nt by

U = Hnt−δ(V)⊕ E (2)

whereHnt−δ(V) returns a random(nt− δ)-dimensional sub-
space ofV , andE denotes an error space of dimensionγ with
V ∩ E = ∅. The distribution ofHnt−δ(V) is not important for
the performance of the code and can be chosen to be uniform
(see [1]). The dimension of the received subspaceU is thus
nr = nt− δ+ γ and we callδ the number ofdeletionsandγ
the number ofinsertions.

B. Linearized Polynomials

Let a[i]
def
= aq

i

be the q-power of an elementa ∈ Fqm

for any integeri. A nonzero polynomial of the formp(x) =
∑d

i=0 pix
[i] with pi ∈ Fqm , pd 6= 0, is called alinearized

polynomialof q-degreedegq(p(x)) = d, see [23], [24]. For all
a, b ∈ Fq andx1, x2 ∈ Fqm , we havep(ax1+bx2) = ap(x1)+
bp(x2). Given two linearized polynomialsp(1)(x) andp(2)(x)
of q-degreed1 and d2, their non-commutative composition
p(1)(x) ⊗ p(2)(x) = p(1)(p(2)(x)) is a linearized polynomial
of q-degreed1+d2. The set of all linearized polynomials with
coefficients fromFqm forms a non-commutative ringLqm[x]
with identity under addition “+” and composition “⊗”.

We define the (1, k − 1, . . . , k − 1)-weighted degree
degw of a multivariate linearized polynomialof the form
Q (x, y1, . . . , ys) = Q0(x) +Q1(y1) + · · ·+Qs(ys) as

degw(Q(x, y1, . . . , ys)) = max
{

degq(Q0(x)),

k − 1 + degq(Q1(y1)), . . . , k − 1 + degq(Qs(ys))
}

.

For brevity we also denote thes+1-variate linearized polyno-
mial Q(x, y1, . . . , ys) by Q. The total order≺ on monomials
is defined as

x[ℓ+k−1] ≺ y
[ℓ]
1 ≺ y

[ℓ]
2 ≺ · · · ≺ y[ℓ]s ≺ x[ℓ+k].

We identify uniquely theleading termLT(Q) of any multivari-
ate polynomialQ (x, y1, . . . , ys) as the maximum normalized
monomial under≺.

The q-Vandermonde matrix of the vector
a = (a0 a1 . . . an−1) ∈ F

n
qm is defined as

Vr(a) =









a0 a1 . . . an−1

a
[1]
0 a

[1]
1 . . . a

[1]
n−1...

...
. . .

...
a
[r−1]
0 a

[r−1]
1 . . . a

[r−1]
n−1









. (3)

The rank ofVr(a) is min{r, n} if the elementsa0, . . . an−1

are linearly independent overFq, see [24].

C. Lifted Rank-Metric Codes

For any fixed basis ofFqm over Fq, there is a bijective
mapping between any vectora ∈ F

n
qm and a matrixA ∈

F
m×n
q . We often switch between these two representations.
The minimum rank distanced of a codeC ⊆ F

n
qm is defined

as
d = min

x,y∈C
dr(x,y)

def
= min

x,y∈C
rk(X−Y) (4)

whereX,Y are the matrix representations ofx,y ∈ C. The
Singleton-like bound on the minimum rank distance states that
dr ≤ n−k+1 whenm ≥ n, see [11]–[13]. Codes which attain
this bound are called MRD codes. A special class of MRD
codes areGabidulin codes[11]–[13], which are the analogs
of Reed–Solomon codes in rank metric.Interleaved Gabidulin
codesare a horizontal or vertical concatenation ofs Gabidulin
codes, for details see [14]–[16].

Lifting an (interleaved) MRD code means that we append an
identity matrix to each (transposed) code matrix and consider
the row space of these composed matrices as a subspace code.
The subspace distance of this constant-dimension code is twice
the rank distance of the (interleaved) MRD code [2]. The
linear combinations performed by the intermediate nodes ina
network coding scenario are therefore tracked by the leading
identity matrix and can be inverted by computing the reduced
row echelon form of the received matrix, called areduction.

D. Interleaved Subspace Codes

The main difference of KK codes [1] to the lifting approach
from [2] is that the evaluation points of the code, namely
α0, . . . , αn−1 ∈ Fqm (see also Definition 1), are appended
instead of the identity matrix. For KK codes, thereductionis
not necessary, which reduces the complexity at the receiver
side, see [1]. Motivated by lifted interleaved Gabidulin codes
and the construction of Kötter and Kschischang, we define
interleaved subspace (KK) codesas follows.

Definition 1 (Interleaved Subspace (KK) Code)Let A =
{α0, . . . , αnt−1} ⊂ Fqm with nt ≤ m be a set of linearly
independent elements overFq and let

Ws= Rq(A)⊕ Fqm ⊕ · · · ⊕ Fqm

= {(α, β(1), . . . , β(s)) : α ∈ Rq(A), β
(1), . . . , β(s)∈ Fqm}.

For fixed integersk(1), . . . , k(s) < nt, an interleaved subspace
code of dimensionnt and interleaving orders is defined as

Rq

({

(

αi, f
(1)(αi), . . . , f

(s)(αi)
)

: i ∈ [0, nt − 1]
})



wheref (j)(x) ∈ Lqm[x], degq(f
(j)(x)) < k(j), ∀j ∈ [1, s].

For s = 1 this definition is equivalent to KK codes [1] and
the code rate of this construction isR = skm

nt(nt+sm) .

Lemma 1 (Minimum Distance) The minimum subspace dis-
tance of an interleaved subspace code as in Definition 1 is

ds,min = 2
(

nt − max
j∈[1,s]

{k(j)}+ 1
)

.

Proof: Let V and V ′ be two codewords generated by
f (1)(x), . . . , f (s)(x) and g(1)(x), . . . , g(s)(x) with q-degrees
less thank(1), . . . , k(s). Sincedim(V) = dim(V ′) = nt, the
minimum distance is achieved by the minimum dimension of
the intersection spaceV ∩V ′. The dimension ofV ∩V ′ is min-
imal when the evaluation polynomials of maximumq-degree,
say f (j)(x) and g(j)(x), are distinct and all other evaluation
polynomials are identical. Supposedim(V ∩ V ′) = r, i.e.,
f (j)(x) and g(j)(x) agree onr linearly independent points.
Sincedegq(f

(j)(x)), degq(g
(j)(x)) = k(j) − 1, it follows that

r ≤ max{k(j)} − 1. Hence we have

ds,min = dim(V) + dim(V ′)− 2 dim(V ∩ V ′)

≥ 2(nt −max{k(j)}+ 1)

and it is easy to show that there are always two codewords
such that equality holds.

Throughout this paper, we consider onlyk(j) = k, ∀j ∈
[1, s], but our approach also holds for arbitraryk(j).

III. I NTERPOLATION-BASED DECODING

Our decoding approach is closely related to decoding in-
terleaved Gabidulin codes [16] and generalizes the decoding
approach in [1]. The decoding principle consists of two steps:
an interpolation step and a root-finding step.

A. Interpolation Step

Let (xi, r
(1)
i , . . . , r

(s)
i ) for i ∈ [0, nr − 1] denote a

basis of the received subspaceU and let the matrix
[xT , r(1)T , . . . , r(s)T ] ∈ F

nr×(s+1)
qm contain this basis as rows.

For the interpolation step, we must solve the following inter-
polation problem.

Problem 1 (Interpolation Problem) Find a nonzero(s+1)-
variate linearized polynomial of the form

Q (x, y1, . . . , ys) = Q0(x) +Q1(y1) + · · ·+Qs(ys), (5)

which satisfies the following conditions for given integers
nr, τ, k:

• Q(xi, r
(1)
i , . . . , r

(s)
i ) = 0, ∀i ∈ [0, nr − 1],

• degq(Q0(x)) < nr − τ ,
• degq(Qj(yj)) < nr − τ − (k − 1), ∀j ∈ [1, s].

Denote the coefficients of (5) byQ0(x) =
∑nr−τ−1

j=0 q0,jx
[j]

andQi(yi) =
∑nr−τ−k

j=0 qi,jy
[j]
i . We can find the coefficients

of Q (x, y1, . . . , ys) by solving a linear system of equations

R ·qT = 0 whereR is annr × ((s+1)(nr − τ)− s(k− 1))
matrix:

R =
(

Vnr−τ (x)
T ,Vnr−τ−k+1(r

(1))T , . . .

. . . , Vnr−τ−k+1(r
(s))T

)

, (6)

andq = (q0,0, . . . , q0,nr−τ−1| . . . |qs,0, . . . , qs,nr−τ−k).

Lemma 2 A non-zero polynomialQ (x, y1, . . . , ys) fulfilling
the above interpolation constraints exists if

τ <
s(nr − k + 1)

s+ 1
. (7)

Proof: The number of linearly independent equations is
nr which must be less than the number of unknowns in order
to guarantee that there is a non-zero solution. Hence we have
nr < nr − τ + s (nr − τ − k + 1).

The following theorem shows that all message polynomials
are roots ofQ (x, y1, . . . , ys) under certain constraints.

Theorem 1 Let Q (x, y1, . . . , ys) 6= 0 fulfill the interpolation
constraints. Ifγ ≤ τ , whereτ satisfies(7), then

P (x)
def
= Q

(

x, f (1)(x), . . . , f (s)(x)
)

= 0. (8)

Proof: Let (xi, r
(1)
i , . . . , r

(s)
i ) for i ∈ [0, nt−δ−1] denote

the non-corrupted dimensions of the received subspaceU , i.e.,
a basis forU∩V . Due to the interpolation constraints, we have

Q
(

xi, f
(1)(xi), . . . , f

(s)(xi)
)

= 0, ∀i ∈ [0, nt − δ − 1]

sincer(j)i = f (j)(xi) for i ∈ [0, nt − δ − 1] and j ∈ [1, s].
The dimension of the root space ofP (x) overFqm is at most
nr − τ − 1, sincedegq(P (x)) < nr − τ . If we choose

τ ≥ γ ⇐⇒ nt − δ ≥ nr − τ = nt − δ + γ − τ (9)

then the dimension of the root space ofP (x) is larger than
its degree, since(xi, r

(1)
i , . . . , r

(s)
i ) for i ∈ [0, nt − δ − 1]

are linearly independent. This is possible only ifP (x) =
Q
(

x, f (1)(x), . . . , f (s)(x)
)

= 0.
If we substitute (7) into (9), we obtain thedecoding radius:

γ(s+ 1) < s(nr − k + 1) = s(nt − δ + γ − k + 1),

⇐⇒
γ

s
+ δ < nt − k + 1. (10)

We say that the received subspace isdecodableif (10) holds.
From (10) we see that interleaving makes the code more
resilient against insertions while the performance for decoding
deletions remains the same as in [1]. A similar behavior can
be observed in [19] for folded subspace codes.

B. Root-Finding Step

The task of the root-finding step is to find all polynomials
f (j)(x) with degq(f

(j)(x)) < k, ∀j ∈ [1, s], such that (8)
holds. Similar to [16], this is done by solving a linear system of
equations inFqm for the coefficients off (1)(x), . . . , f (s)(x).

Instead of using only one solution of the interpolation step,
we use a whole basis of the solution space for the root-finding



step. In order to determine the dimension of the solution space,
we first derive the rank of the interpolation matrix.

Lemma 3 (Rank of Interpolation Matrix) Let γ ≤ τ . The
rank of the root-finding matrix satisfies

rk(R) ≤ nt − δ + 2γ − τ = nr − τ + γ. (11)

Proof: Assume w.l.o.g. that the firstnt − δ dimensions
(xi, r

(1)
i , . . . , r

(s)
i ), ∀i∈ [0, nt−δ−1], correspond to the basis

of the non-corrupted subspaceU ∩ V . Since the elements
x0, . . . , xnt−δ−1 are linearly independent overFq andnr−τ ≤
nt−δ, the rank of the(nt−δ)×(nr−τ) q-Vandermonde matrix
R′ = Vnr−τ ((x0, . . . , xnt−δ−1)) equalsrk

(

R′) = nr − τ .
The rank ofR depends onrk(R′) and dim(E) = γ. Hence
we have (11).

The dimension of the solution space of the system of
equations for the interpolation step thus satisfies

dI
def
= dim ker(R) ≥ s(nt− k− δ− τ +1)+ (s− 1)γ. (12)

We now set up the root-finding matrix usingdI polynomials
Q(h)(x, y1, . . . , ys), h ∈ [1, dI ], whose coefficient vectors span
the solution space of (6). Define

Q
[i]
j

def
=







q
(1)[i]
1,j q

(1)[i]
2,j . . . q

(1)[i]
s,j...

...
. . .

...

q
(dI)[i]
1,j q

(dI)[i]
2,j . . . q

(dI)[i]
s,j






,

f
[i]
j

def
=
(

f
(1)[i]
j . . . f

(s)[i]
j

)T

andq[i]
0,j

def
=
(

q
(1)[i]
0,j . . . q

(dI)[i]
0,j

)T

.

The root-finding matrix can be set up as

Q =





















Q
[0]
0

Q
[−1]
1 Q

[−1]
0... Q
[−2]
1

. . .

Q
[−(nr−τ−k)]
nr−τ−k

...
. . . Q

[−(k−1)]
0. . .

. . .
...

. . . Q
[−(nr−τ−1)]
nr−τ−k





















(13)

and the roots can be found by solving the system of equations

Q·
(

f0 f
[−1]
1 . . . f

[−(k−1)]
k−1

)T

=
(

−q0,0 · · · − q
[−(nr−τ−1)]
0,nr−τ−1

)T

.

(14)
Solving the root-finding system (14) recursively requires at
mostO(s3k2) operations inFqm (see [16]).

C. Connection to Decoding of Kötter–Kschischang Codes

We show in the following that the list-one decoding algo-
rithm from [1] is a special case of our proposed decoding
scheme fors = 1. The decoding procedure in [1] interpolates
a bivariate linearized polynomialQ(x, y) = Q0(x) + Q1(y)
and uses a root-finding step to extract the message polynomial
f(x) from Q(x, f(x)) = Q0(x) +Q1(x) ⊗ f(x).

We compare the degree constraints forQ(x, y) in [1] with
our approach. From (7) we obtainτ ≤

⌈

s(nr−k+1)−1
s+1

⌉

. The
degree ofQ0(x) is thus less than

nr − τ = nr−

⌈

s(nr − k + 1)− 1

s+ 1

⌉

=

⌈

nr + s(k − 1) + 1

s+ 1

⌉

.

For s = 1, this gives the degree constraint onQ0(x) from [1].
The same applies to the degree constraints onQj(yj), ∀j ∈
[1, s] and decodability condition [1, Eq. 11] is equivalent
to (10) for s = 1 and improves upon [1] for highers.

IV. A PPLICATION TO L IST AND UNIQUE DECODING

A. List Decoding Approach

In general, the root-finding matrixQ (13) does not always
have full rank. In this case, we obtain alist of roots of (8),
i.e., a list of possible (interleaved) message polynomials. This
decoder is not a polynomial-time list decoder but it provides
the basis of the list with quadratic complexity. The derivation
of the maximum and average list size is similar to [16].

B. Probabilistic Unique Decoder

The decoder can also be used as a probabilistic unique
decoder. We obtain a unique solution to the root-finding
problem (14) if the rank ofQ is full. If Q does not have full
rank, we declare a decoding failure. We show in the following
that the probability of a non-correctable error is very small.

Lemma 4 (Rank of Root-Finding Matrix) Let Q be de-
fined as in(13). If rk(Qnr−τ−k) = s then rk(Q) = sk.

Proof: Note thatrk(Q[i]
nr−τ−k) = rk(Qnr−τ−k) for any

integer i. SinceQ contains a lower block triangular matrix
with Q

[−(nr−τ−k)]
nr−τ−k , . . . ,Q

[−(nr−τ−1)]
nr−τ−k , rk(Q) = sk holds if

rk(Qnr−τ−k) = s.
Clearly,Qnr−τ−k can have ranks only if dI ≥ s, which

is guaranteed forγ ≤ τ if

dI ≥ s ⇐⇒ γ ≤
s(nr − k)

(s+ 1)
= s(nt − k − δ). (15)

We can derive an upper bound on the fraction of non-
correctable errors similar to [16]. The proof is omitted due
to space restrictions.

Lemma 5 (Fraction of Non-Correctable Errors)
Let dI ≥ s (see (12)), let Q be as in (13), and let
q
(h)
1,nr−τ−k, . . . , q

(h)
s,nr−τ−k for h ∈ [1, dI ] be random elements

uniformly distributed over Fqm . Then the fraction of
non-correctable errors is upper bounded by

P
(

rk(Q) < sk
)

≤ 4q−(m(dI+1−s)).

In a simulation with 106 transmissions over an operator
channel withδ = 0, γ = 5 and code parametersm = 8,
nt = 7, k = 4, s = 2, we observed a fraction of1.5 · 10−5

non-correctable errors (upper bound6.1 · 10−5).



V. EFFICIENT INTERPOLATION

A single polynomial which is a solution to Problem 1 can
be constructed efficiently by the general linearized polynomial
interpolation algorithm by Xie, Yan and Suter [22], requiring at
mostO(s2nr(nr − τ)) operations inFqm . From Section III-B
we know that probabilistic unique decoding is possible if we
use a whole basis of the solution space of the interpolation
problem for the root-finding step. Hence we can reformulate
the extendedinterpolation problem as follows.

Problem 2 (Extended Interpolation Problem) Find dI ≥ s
nonzero(s+ 1)-variate linearized polynomials of the form

Q(h) = Q
(h)
0 (x) +Q

(h)
1 (y1) + · · ·+Q(h)

s (ys)

which are linearly independent and satisfy the following
conditions for given integersnr, τ, k for all h ∈ [1, dI ]:

• Q(h)(xi, r
(1)
i , . . . , r

(s)
i ) = 0, ∀i ∈ [0, nr − 1],

• degq(Q
(h)
0 (x)) < nr − τ ,

• degq(Q
(h)
j (yj)) < nr − τ − (k − 1), ∀j ∈ [1, s]

Instead of constructingonemultivariate linearized polyno-
mial, we therefore want to construct asetof linearly indepen-
dent polynomials that all vanish on a given set of points (and
fulfill certain degree constraints). This set of polynomials lies
in the kernel ofR in (6). Our main contribution in this section
is to show how the general linearized polynomial interpolation
algorithm [22] can be used to solve Problem 2 efficiently. We
use notation from [22].

Let V = {Q(y0, y1, . . . ys)} be a free (left)Lqm[x]-module
constructed by the basis{y0, y1, . . . , ys}. Any elementQ ∈ V
can be represented byQ =

∑s

j=0 Qj(x)⊗yj , whereQj(x) ∈
Lqm[x]. As in [22],V can be partitioned asV =

⋃

j Sj , where

Sj = {Q ∈ V : LT(Q) = y
[ℓ]
j } for someℓ ≥ 0. Hence, the

subsetSj contains allQ ∈ V with leading term inyj . Further,
define a set ofnr functionalsDi : V 7→ Fqm , i ∈ [1, nr]:

Di(Q) = Q
(

xi, r
(1)
i , . . . , r

(s)
i

)

, ∀i ∈ [1, nr].

The kernel ofDi is denoted byKi and we defineKi =
K1∩K2∩· · ·∩Ki. Therefore,Ki contains all elementsQ ∈ V
that are mapped to zero underD1, . . . , Di.

Algorithm 1 in [22] iteratively constructss+1 polynomials
in each stepi that are minimal in theLqm[x]-submoduleKi

w.r.t. the weighted degreedegw. Polynomials which have the
leading term inyj of minimal degree are calledyj-minimal
for j ∈ [1, s]. Let Ti,j = Ki ∩ Sj contain all elementsQ ∈ V
from the kernel with LT(Q) in yj .

The output of the algorithm isone polynomialQ∗ which
is minimal in Knr

. Instead of using only the minimal
Q∗ ∈ Knr

, we usegnr,1, . . . , gnr,s, which are minimal in
Tnr,1, . . . , Tnr,s. Hence we modify the algorithm so that it
outputsgnr,1, . . . , gnr,s and denote this adapted version by
InterpolateBasis(xT , r(1)T , . . . , r(s)T ).

From the root-finding step we know that there is a unique
solution if rk(Qnr−τ−k) = s. We now relate this condition to
the interpolation algorithm and show thats of the generated

polynomials are a solution for the extended interpolation
problem (Problem 2).

Theorem 2 If rk(Qnr−τ−k) = s, then the linearized polyno-
mials gnr,1, . . . , gnr,s constructed by InterpolateBasis(·) are
linearly independent and have(1, k − 1, . . . , k − 1)-weighted
degree less thannr − τ .

Proof: From [22, Lemma 2] we know that after each
step i, gi+1,j is a minimum element inTi+1,j , j ∈ [0, s].
This implies that the leading terms LT(gi+1,j) are distinct.
Consequently, thes+1 polynomials are linearly independent.
First we show, thatgnr,0 is never a solution to the interpolation
problem. Letgnr,0 = Q0(x)+Q1(y1)+· · ·+Qs(ys) be a non-
zero polynomial fulfilling the interpolation constraints from
Section III-A. Sincegnr,0 is the minimal inTnr,0 w.r.t. degw,
we have

degq(Q0(x)) > max{degq(Qj(yj)) + k − 1}. (16)

In order to fulfill Q(x, f (1)(x), . . . , f (s)(x)) = 0 with
degq(f

(j)(x)) < k for j ∈ [1, s], degq(Q0(x)) ≤
max{degq(Qj(yj))+k−1} must hold, which contradicts (16).

Lemma 4 shows that there is a unique solution to (14)
if rk(Qnr−τ−k) = s. Clearly, Qnr−τ−k contains the lead-
ing coefficients ofQ(h)

1 (y1), . . . , Q
(h)
s (ys) in each rowh ∈

[1, dI ]. Supposerk(Qnr−τ−k) = s, then the firsts rows of
RRE(Qnr−τ−k) = Is×s. Thus, there exists solutions to the
interpolation problemR · qT = 0 such thatq(h)j,nr−τ−k 6= 0

and q
(h′)
j,nr−τ−k = 0 for all h 6= h′ and h, h′, j ∈ [1, s].

Since degq(Q
(h)
0 (x)) < nr − τ is already implied by the

structure ofR, the q
(h)
j,nr−τ−k are the leading coefficients

of Q(h)(x, y1, . . . , ys). Consequently, there exists polyno-
mials with LT(Q(j)(x, y1, . . . , ys)) = y

[ℓ]
j for some ℓ that

are contained inTnr,j and j ∈ [1, s]. The polynomials
gnr,1, . . . , gnr,s constructed by InterpolateBasis(·) are minimal
in the correspondingTnr,j and thus they are a solution to the
interpolation problem ifrk(Qnr−τ−k) ≥ s holds.
Theorem 2 implies that at least one of thes polynomials
gnr,1, . . . , gnr,s violates the degree constraints if there is no
unique solution. Thus, we declare a decoding failure if at least
one polynomial has weighted degreedegw at leastnr − τ .

Compared to the matrix-based approach in Section III-B,
the detection of decoding failures is more efficient since
computing the rank of adI × s matrix needs more operations
than determining the degree of a linearized polynomial. Since
we use all polynomials that are constructed after all iterations
of [22, Algorithm 1], constructing thes polynomials does
not require more operations than constructing one polynomial.
Thus the number of required operations inFqm is on the order
of O(s2nr(nr − τ)).

This interpretation of [22] can be directly applied to the
decoding approach for interleaved Gabidulin codes in [16].
Fig. 1 shows the number of multiplications needed for efficient
interpolation and compares this to the number of multiplica-
tions needed to solve (6) by Gaussian elimination. The figure
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shows that our interpolation-based decoding substantially re-
duces complexity for largent.

VI. EFFICIENT ROOT-FINDING

In [16] it was shown that the root-finding system (14)
can be solved recursively with at mostO(s3k2) operations
in Fqm . In this section, we present an efficient root-finding
algorithm for the probabilistic unique decoder that finds all
roots f (j)(x), j ∈ [1, s], of the s polynomialsQ(j) which
areyj-minimal. The complexity of this algorithm isO(s2k2)
operations inFqm .

A. An Efficient Root-Finding Algorithm

We know that the interpolation algorithm constructss
polynomialsQ(j)(x, y1, . . . , ys) that areyj-minimal, i.e., their
leading term inyj is minimal for j ∈ [1, s]. This property
imposes a triangular structure on the root-finding system of
equations which allows to solve it efficiently. Thus, applying
the efficient interpolation algorithm allows to reduce the
complexity of the root-finding step.

Algorithm 1 recursively determines all unique roots
f (j)(x), j ∈ [1, s], if all s polynomialsQ(j) (constructed by
the interpolation algorithm) have(1, k−1, . . . , k−1)-weighted
degree less thatnr− τ . Algorithm 1 is based on the symbolic
right division of univariate linearized polynomials and solves
the root-finding system recursively.

Theorem 3 (Correctness of Algorithm 1)
Let Q(j)(x, y1, . . . , ys) be yj-minimal with (1, k− 1, . . . , k −
1)-weighted degreedegw(Q(j)(x, y1, . . . , ys)) < nr − τ ,
∀j ∈ [1, s]. Then, for all j ∈ [1, s], Algorithm 1 determines
the unique polynomialsf (j)(x) =

∑k−1
i=0 f

(j)
i x[i] such that

P (j)(x)
def
= Q

(j)
0 (x)+Q

(j)
1 (f (1)(x))+· · ·+Q(j)

s (f (s)(x)) = 0.

Proof: Let d = degq(Q
(j)
0 (x)) and e = degq(Q

(j)
j (yj)).

The polynomialQ(j)(x, y1, . . . , ys) is yj-minimal for any

Algorithm 1: Unique root-finding of y1, . . . , ys-
minimal polynomials
f (1)(x), . . . , f (s)(x)←findRoots(Q(1), . . . , Q(s), k)

input : s linearized polynomialsQ(j)(x, y1, . . . , ys)
beingyj-minimal for j ∈ [1, s]

output: s unique linearized message polynomials
f (1)(x), . . . , f (s)(x), degq(f

(j)(x)) < k

1 for i← 1 to k do
2 for j ← 1 to s do
3 d← degq(Q

(j)
0 (x)), e← degq(Q

(j)
j (yj))

4 if d− e = k − i then

5 t
(j)
i (x)←

(

−
LC(Q

(j)
0 (x))

LC(Q
(j)
j

(yj))

)[m−e]

· x[d−e]

6 f (j)(x)← f (j)(x) + t
(j)
i (x)

7 for ℓ← 1 to s do
8 Q

(ℓ)
0 (x)← Q

(ℓ)
0 (x)+Q

(ℓ)
j (x)⊗ t

(j)
i (x)

j ∈ [1, s] and thus theq-degrees fulfill d ≤ e + k − 1

and degq(Q
(j)
j′ (yj′)) < e for j′ > j. This implies that the

coefficients areq(j)j′,e = 0 for j′ > j. In the first iteration

j = i = 1 we must solve
∑s

ℓ=1 q
(1)
ℓ,e · f

(ℓ)[e]
k−1 x[k+e−1] =

−q
(1)
0,dx

[d]. Sinceq(1)ℓ,e = 0 for ℓ ∈ [2, s] the calculation reduces

to q
(1)
1,e · f

(1)[e]
k−1 x[k+e−1] = −q

(1)
0,dx

[d]. Hence, the monomial

t
(1)
1 (x) = f

(1)
k−1x

[k−1] can uniquely be determined as

f
(1)
k−1x

[k−1] =

(

−
q
(1)
0,d

q
(1)
1,e

)[m−e]

x[d−e], (17)

which corresponds to Line 5 in Algorithm 1 and it is easy to
check that

LT (Q
(1)
1 (y1)⊗ t

(1)
1 (x)) = q

(1)
1,e · (t

(1)
1 (x))[e]

=q
(1)
1,e ·

(

(−q
(1)
0,d/q

(1)
1,e)

[m−e]x[d−e]
)[e]

= −q
(1)
0,dx

[d]. (18)

If d − e < k − 1, then f
(1)
k−1 has to be zero to ensureq(1)1,e ·

f
(1)[e]
k−1 x[k+e−1] = −q

(1)
0,d, i.e., no update onf (1)(x) is done.

Now Q
(ℓ)
0 (x), ∀ℓ ∈ [1, s] are updated with

Q
(ℓ)′

0 (x) = Q
(ℓ)
0 (x) +Q

(ℓ)
1 (x)⊗ t

(1)
1 (x).

which reduces theq-degree ofQ(1)
0 (x) by one since we

enforced (18).
In the next iterationi = 1, j = 2 we must solve

∑s

ℓ=1 q
(2)
ℓ,e ·

f
(ℓ)[e]
k−1 x[k+e−1] = −q

(2)
0,dx

[d] which reduces to

2
∑

ℓ=1

q
(2)
ℓ,e · f

(ℓ)[e]
k−1 x[k+e−1] = −q

(2)
0,dx

[d]

⇔ q
(2)
2,e · f

(2)[e]
k−1 x[k+e−1] = −(q

(2)
0,dx

[d] + q
(2)
1,e · f

(1)[e]
k−1 x[k+e−1])

⇔ q
(2)
2,e · f

(2)[e]
k−1 x[k+e−1] = −q

(2)′

0,d x[d]



due to they2-minimality of Q(2)(x, y1, . . . , ys). Hence, we
can directly calculate the coefficientf (2)

k−1 using the updated

polynomialQ(2)′

0 (x) from the previous step.
The algorithm computes the unique monomialf

(j)
k−ix

[k−i]

in each stepi, j such that

q
(j)
j,e ·f

(j)[e]
k−i x[k+e−i]=−

(

q
(j)
0,dx

[d] +

j−1
∑

ℓ=1

q
(j)
ℓ,e · f

(ℓ)[e]
k−i x[k+e−i]

)

which is possible since the right hand side is computed in step
i, j − 1.

B. Complexity analysis

Suppose we use a normal basis (which always exists). The
calculation ofq-powers then corresponds to a cyclic shift over
the base field and its complexity can be neglected. Hence,
multiplications dominate the complexity.

Lemma 6 (Complexity of the Root-Finding Algorithm)
Let Q(j)(x, y1, . . . , ys) be yj-minimal and let
degw(Q

(j)(x, y1, . . . , ys)) < nr − τ , ∀j ∈ [1, s]. Then
the s unique message polynomialsf (j)(x), j ∈ [1, s], such
that

P (x) = Q(j)
(

x, f (1)(x), . . . , f (s)(x)
)

= 0

can be found withO(s2k2) operations inFqm .

Proof: Each step of Algorithm 1 providess compositions
of a (univariate) linearized polynomial ofq-degree at most
nr − τ − k with one monomial. If we consider the inversion
as a multiplication we haves(nr − τ − k+2) multiplications
per step. In total we needks2(nr − τ − k + 2) ≤ k2s2

multiplications inFqm .
A comparison of this complexity to the recursive Gaussian

elimination (recursive GE) from [16] is illustrated in Figure 2.
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Fig. 2. Number of multiplications for root-finding step for different
interleaving orders. The complexity of the recursive GE is independent of
γ.

Besides the reduction in computational cost, Algorithm 1
requires less memory than the recursive GE. An upper bound
on the memory requirement is given by the following lemma.

Lemma 7 (Memory Requirement of Algorithm 1)
The memory requirement of Algorithm 1 is upper bounded by
s2(nr − τ − k + 1) + s(nr − τ + k).

Proof: The algorithm must stores (s + 1)-variate poly-
nomials with each at most((nr − τ) + s(nr − τ − k + 1)
coefficients inFqm , as well as thesk coefficients inFqm

of the s message polynomials. Hence, in total we must store
s2(nr − τ − k + 1) + s(nr − τ + k) elements inFqm .

The memory requirements of Algorithm 1 and the recursive
GE are illustrated in Figure 3.
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Fig. 3. Memory requirements of the root-finding step fornt = 80, k = 60

VII. E FFICIENT DECODING ALGORITHM

We now summarize the efficient decoding procedure for list
and probabilistic unique decoding of interleaved subspaceand
Gabidulin codes. The decoding procedure uses the efficient
interpolation and root-finding algorithm for list decodingof
KK codes and is summarized in Algorithm 2. In order to
efficiently decode interleaved Gabidulin codes of lengthn,
dimensionk and interleaving orders as defined in [14]–[16]
we setnt = nr = n. Let g = {g0, . . . , gn−1} ⊂ Fqm with
n ≤ m denote the linearly independent code locators of the
interleaved Gabidulin code and denote byy(j), j ∈ [1, s] the
elementary received words. Then, Algorithm 2 called with
(gT ,y(1)T , . . . ,y(s)T ) can decode errors of rankt up to
t ≤ τ < s(n−k+1)

s+1 (see [16]).
The complete procedure for the probabilistic unique decoder

for interleaved KK codes is given in Algorithm 3. To decode
an interleaved Gabidulin code, this procedure must be called
with (gT ,y(1)T , . . . ,y(s)T ). As in [16], the decoder finds a
unique solution with high probability fort ≤ s(n−k)

s+1 .



Algorithm 2: ListDecodeIntSub(xT , r(1)T , . . . , r(s)T )

Input : a basis(xT , r(1)T , . . . , r(s)T ) for the
nr-dimensional received subspace

Output : A list L of tuples(f (1)(x), . . . , f (s)(x))

1 Interpolation step:
2 Q(1), . . . ,Q(s)← InterpolateBasis(xT , r(1)T , . . . , r(s)T )

3 Root-finding step:
4 Pick Q(1), . . . , Q(r) with degw(Q

(j)) < nr−τ, j∈ [1, r]
5 Set up the root-finding matrixQ (13) andq0 using
Q(1), . . . , Q(r)

6 Determine all solutions of the root-finding system
Q · f = q0, i.e. all roots of (5)

7 Output: List L of all tuples(f (1)(x), . . . , f (s)(x)) which
are a solution for the root-finding system (14)

Algorithm 3: UniqueDecodeIntSub(xT , r(1)T , . . . , r(s)T )

Input : a basis(xT , r(1)T , . . . , r(s)T ) for the
nr-dimensional received subspace

Output : s linearized polynomialsf (1)(x), . . . , f (s)(x) or
“decoding failure”

1 Interpolation step:
2 Q(1), . . . ,Q(s)← InterpolateBasis(xT , r(1)T , . . . , r(s)T )

3 Root-finding step:
4 if degw(Q

(j)(x, y1 . . . , ys)) < nr − τ, ∀j ∈ [1, s] then
5 f (1)(x), . . . , f (s)(x)← findRoots(Q(1), . . . , Q(s), k)
6 Output: f (1)(x), . . . , f (s)(x)

7 else
8 Output: decoding failure

VIII. C ONCLUSION

An interpolation-based decoding scheme for interleaved
subspace (KK) codes has been presented. We have shown
that interleaved subspace codes can be made more resilient
against insertions as compared to the approach from [1]. Our
principle can be used as a (not necessarily polynomial-time)
list decoder as well as a probabilistic unique decoder. In
both cases, the procedure consists of interpolating a set of
multivariate linearized polynomials followed by a root-finding
step.

The required linearized polynomials can be constructed
efficiently with an adapted version of the general linearized
Kötter interpolation. The procedure substantially reduces the
computational complexity of the interpolation step. Further, a
computationally- and memory-efficient root-finding algorithm
for the unique decoder was presented, which exploits the
structure of the output of the interpolation algorithm.

Both algorithms can also be used to accelerate interpolation-
based decoding for interleaved Gabidulin codes from [16].
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