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#### Abstract

KSG mutual information estimator, which is based on the distances of each sample to its $k$-th nearest neighbor, is widely used to estimate mutual information between two continuous random variables. Existing work has analyzed the convergence rate of this estimator for random variables whose densities are bounded away from zero in its support. In practice, however, KSG estimator also performs well for a much broader class of distributions, including not only those with bounded support and densities bounded away from zero, but also those with bounded support but densities approaching zero, and those with unbounded support. In this paper, we analyze the convergence rate of the error of KSG estimator for smooth distributions, whose support of density can be both bounded and unbounded. As KSG mutual information estimator can be viewed as an adaptive recombination of KL entropy estimators, in our analysis, we also provide convergence analysis of KL entropy estimator for a broad class of distributions.
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## I. Introduction

Information theoretic quantities, such as Shannon entropy and mutual information, have a broad range of applications in statistics and machine learning, such as clustering [2, 3], feature selection [4, 5], anomaly detection [6], test of normality [7], etc. These quantities are determined by the distributions of random variables, which are usually unknown in real applications. Hence, the problem of nonparametric estimation of entropy and mutual information using samples drawn from an unknown distribution has attracted significant research interests [8-15].

Depending on whether the underlying distribution is discrete or continuous, the estimation methods are different. In the discrete setting, there exist efficient methods that attain rate optimal estimation of functionals including entropy and mutual information in the minimax sense [10, 16, 17].

[^0]For continuous distributions, many interesting methods have been proposed. Roughly speaking, these methods can be categorized into three different types.
The first type of methods seek to convert the continuous distribution to a discrete one by assigning data points into bins, and then estimate entropy or mutual information based on the histograms [18]. The accuracy of a naive implementation of this method is in general not competitive [19, 20]. An improvement of this method was proposed in [12], which uses adaptive bin sizes at different locations. Moreover, the performance can be greatly improved using an ensemble method [21].

The second type of methods try to learn the underlying distribution first, and then calculate the entropy or mutual information functionals [14, 15, 22, 23]. The probability density function (pdf) can be estimated using Kernel or $k$ nearest neighbor method. It has been shown that local linear or local Gaussian approximation can improve the accuracy [14, 15]. Moreover, using von Mises expansion, a correction term can be developed to improve the performance [23, 24]. These methods also involve non-trivial parameter tuning when the dimensions of the random variables are high, as the kernel may be anisotropic and thus we may need to tune the bandwidth for every dimensions of the kernel.

The third type, which is the focus of this paper, estimates entropy and mutual information directly based on the $k$ th nearest neighbor (kNN) distances of each sample. A typical example is Kozachenko-Leonenko (KL) differential entropy estimator [8]. Since the mutual information between two random variables is the sum of the entropy of two marginal distributions minus the joint entropy, KL estimator can also be used to estimate mutual information. However, the KL estimator is used three times, and the error may not cancel out. Based on KL estimator, Kraskov, Alexander and Stögbauer [11] proposed a new mutual information estimator, called KSG estimator, which can be viewed as an adaptive recombination of three KL estimators. [11] shows that the empirical performance of KSG estimator is better than estimating marginal and joint entropy separately. Compared with other types of methods, KL entropy estimator and KSG mutual information estimator are computationally fast and do not require too much parameter tuning. In addition,
numerical experiments show that these $k$-NN methods can achieve the best empirical performance for a large variety of distributions [19, [20, 25]. As the result, KL and KSG estimators are commonly used to estimate entropy and mutual information.
Despite their widespread use, the theoretical properties of KL and KSG estimators, especially the latter, still need further exploration. Some previous works [25]-28] derived a bound of the convergence rate of the bias and variance of KL estimator for distributions with bounded support. If the assumption about the boundedness of support is removed, then the analysis becomes harder since the tail of distribution can cause significant estimation error. Other works, including [29--32], analyzed the KL estimators without requiring that the support is bounded, under some tail assumptions. In particular, [29] analyzed the convergence of a truncated KL estimator with $k=1$, for one dimensional random variables with unbounded support, under a tail assumption that is roughly equivalent to requiring that the distribution has exponentially decreasing tails, and [31] designed an ensemble estimator and proves it to be efficient.

For KSG mutual information estimator, the analysis is even more challenging, as KSG is actually an adaptive recombination of KL estimators. This adaptivity makes the problem much more difficult. [25] made a significant progress in understanding the properties of KSG estimator. In particular, [25] showed that the estimator is consistent under some mild assumptions (In particular, Assumption 2 of [25]). Furthermore, [25] provided the convergence rate of an upper bound of bias and variance under some more restrictive assumptions (Assumption 3 of [25]). However, although not stated explicitly in [25], one can show that, for a pdf that satisfies Assumption 3 of [25], its support set must be bounded. Moreover, its joint, marginal and conditional pdfs are all bounded both from above and away from zero in their supports. As a result, the analysis of [25] does not hold for some commonly seen pdfs, e.g. ones with unbounded support such as Gaussian. Therefore, it is important to extend the analysis of the properties of kNN information estimators to other types of distributions.
In this paper, we analyze kNN information estimators that holds for variables with both bounded and unbounded support. In particular, we make the following contributions:
Firstly, we analyze the convergence rate of KL entropy estimator. Our assumptions allow the distribution to have unbounded support, for which the original KL estimator is not always accurate. In particular, we show that the original KL estimator is not necessarily consistent under our assumptions. Therefore we use a truncated KL estimator. We derive a bound of the convergence rate of bias and variance, and provide a rule to select the truncation parameter so that the convergence rate is optimized. Our assumptions
follow [29], which requires that the pdf is second-order smooth and has a exponentially decreasing tail. Our result improves [29] in the following aspects: 1) Using a different truncation threshold, we achieve a better convergence rate of bias; 2) We generalize the result to arbitrary but fixed $k$ and dimensionality. Moreover, we extend the analysis to distributions with heavier tails, such as Cauchy distribution. Some techniques in [29] can not be directly used to analyze the scenario addressed in this paper. Hence, we use a new approach for the derivation of bias and variance of KL estimator. Furthermore, we show a minimax lower bound of the mean square error of entropy estimator among all possible estimators. The result shows that the truncated KL estimator is nearly minimax optimal, up to a log polynomial factor.

Secondly, building on the analysis of KL estimator, we derive the convergence rate of an upper bound on the bias and variance of KSG mutual information estimator for smooth distributions that satisfy a weak tail assumption. Our results hold mainly for two types of distributions. The first type includes distributions that have unbounded support, such as Gaussian distributions. The second type includes distributions that have bounded support but the density functions approach zero. This type is different from the case analyzed in [25], which focus on distributions with bounded support but the density is bounded away from zero. To the best of our knowledge, this is the first attempt to analyze the convergence rate of KSG estimator for these two types of distributions. Our technique for bounding the bias is significantly different from [25]. In [25], the distribution is assumed to be smooth almost everywhere, but has a nonsmooth boundary, which is the main cause of the bias. To deal with the boundary effect, the support of density was divided into an interior region and a boundary region, and then the bias in these two regions were bounded separately. It turns out that the boundary bias is dominant. On the contrary, in our analysis, by requiring that the density is smooth, we can avoid the boundary effect. However, we allow the density to be arbitrarily close to zero in its support. In the region on which the density is low, the kNN distances are large. As a result, larger local bias occurs in these regions. To deal with this situation, we divide the whole support of the density into a central region, on which the density is relatively high, and a tail region, on which the density is lower. We then bound the bias in these two regions separately, and let the threshold dividing the central region and the tail region decay with respect to the sample size with a proper speed, so that the bias in these two regions decay with approximately the same rates. Then the overall convergence rate can be determined. In our analysis, we let $k$ be an arbitrarily fixed integer.

The remainder of the paper is organized as follows. In Section II we provide our main result of the analysis of KL
entropy estimator, and then compare with [29]. In Section III. we analyze KSG mutual information estimator, and then compare with [25]. In these two sections, we show the basic ideas of the proofs of our main results and relegate the detailed proofs to Appendices. In Section IV we extend our analysis to heavy tailed distributions. In Section V we provide numerical examples to illustrate the analytical results. Finally, in Section VI, we offer concluding remarks.

## II. KL Entropy Estimator

As KSG mutual information estimator depends on KL entropy estimator, in this section, we first derive convergence results for KL estimator.

Consider a continuous random variable $\mathbf{X} \in \mathbb{R}^{d_{x}}$ with unknown pdf $f(\mathbf{x})$. The differential entropy of $\mathbf{X}$ is

$$
h(\mathbf{X})=-\int f(\mathbf{x}) \ln f(\mathbf{x}) d \mathbf{x}
$$

Given $N$ i.i.d samples $\{\mathbf{x}(i), i=1, \ldots, N\}$ drawn from this pdf, the goal of KL estimator is to give a nonparametric estimation of $h(\mathbf{X})$. The expression of KL estimator is given by [8]:

$$
\begin{equation*}
\hat{h}(\mathbf{X})=-\psi(k)+\psi(N)+\ln c_{d_{x}}+\frac{d_{x}}{N} \sum_{i=1}^{N} \ln \epsilon(i) \tag{1}
\end{equation*}
$$

in which $\psi$ is the digamma function defined as $\psi(t)=\frac{\Gamma^{\prime}(t)}{\Gamma(t)}$ with

$$
\Gamma(t)=\int_{0}^{\infty} u^{t-1} e^{-u} d u
$$

and $\epsilon(i)$ is the distance from $\mathbf{x}(i)$ to its $k$-th nearest neighbor. The distance is defined as $d\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|$, in which $\|\cdot\|$ can be any norm. $\ell_{2}$ and $\ell_{\infty}$ are commonly used. $c_{d_{x}}$ is the volume of corresponding unit norm ball.

If some samples are very far away from the most of the other samples, then the kNN distances of these samples can be very large, which may significantly deteriorate the performance of the original KL estimator. To address this problem, we use a truncated estimator. Similar approach was proposed in [25, 29]:

$$
\begin{equation*}
\hat{h}(\mathbf{X})=-\psi(k)+\psi(N)+\ln c_{d_{x}}+\frac{d_{x}}{N} \sum_{i=1}^{N} \ln \rho(i) \tag{2}
\end{equation*}
$$

in which

$$
\rho(i)=\min \left\{\epsilon(i), a_{N}\right\}
$$

with $a_{N}$ being a truncation radius that depends on the sample size $N$. A smaller $a_{N}$ can make the estimator more stable. However, if $a_{N}$ is too small, then additional bias will occur. Therefore, to obtain a desirable tradeoff, a proper selection of $a_{N}$ is important. In [29] $a_{N}$ is chosen to be $1 / \sqrt{N}$. In
this paper, in order to achieve a better convergence rate, we propose to use a different truncation threshold:

$$
\begin{equation*}
a_{N}=A N^{-\beta} \tag{3}
\end{equation*}
$$

in which $A, \beta$ are two constants. The choice of $\beta$ can affect the convergence rate of KL estimator. In the following theorem, we optimize $\beta$, to make convergence rate of the truncated KL estimator as fast as possible. We will show that, with the optimal choice of $\beta$, the proposed truncated KL estimator is minimax optimal.

Theorem 1. Suppose that the pdff(x) satisfies the following assumptions:
(a) $f \in W^{2, \infty}$, and the second order weak derivative of $f$ is bounded by $M$;
(b) There exists a constant $C$ such that

$$
\begin{equation*}
\int f(\mathbf{x}) \exp (-b f(\mathbf{x})) d \mathbf{x} \leq C b^{-1} \tag{4}
\end{equation*}
$$

for any $b>0$.
For sufficiently large $N$, if we let $\beta=1 /\left(d_{x}+2\right)$, then the bias of truncated KL estimator is bounded by:

$$
\begin{equation*}
|\mathbb{E}[\hat{h}(\mathbf{X})]-h(\mathbf{X})|=\mathcal{O}\left(N^{-\frac{2}{d_{x}+2}} \ln N\right) \tag{5}
\end{equation*}
$$

The above bound holds for arbitrary but fixed $k$.
Proof. (Outline) As discussed in [11], the correction term $-\psi(k)$ in (2) is designed for correcting the bias caused by the assumption that the average pdf in the ball $B(\mathbf{x}, \epsilon)$ is equal to the pdf at its center, i.e. $f(\mathbf{x})$, which does not hold in general. Hence, the bias of original KL estimator (1) is caused by the local non-uniformity of the density. If $\epsilon$ is large, the average pdf in $B(\mathbf{x}, \epsilon)$ can significantly deviate from $f(\mathbf{x})$. By substituting $\epsilon$ with $\rho$, which is upper bounded by $a_{N}$, we can control the bias caused by large kNN distances. This type of bias is lower if we use a small $a_{N}$. However, the truncation also induces additional bias, which can be serious if $a_{N}$ is too small. Therefore we need to select $a_{N}$ carefully to obtain a tradeoff between these two bias terms.

First, using results from order statistics [27, 33], we know $\mathbb{E}[\ln P(B(\mathbf{X}, \epsilon))]=\psi(k)-\psi(N)$. Hence

$$
\begin{align*}
\mathbb{E}[\hat{h}(\mathbf{X})] & =-\psi(k)+\psi(N)+\ln c_{d_{x}}+\frac{d_{x}}{N} \sum_{i=1}^{N} \mathbb{E}[\ln \rho(i)] \\
& =-\mathbb{E}[\ln P(B(\mathbf{X}, \epsilon))]+\ln c_{d_{x}}+d_{x} \mathbb{E}[\ln \rho] .(6) \tag{6}
\end{align*}
$$

We then divide the support of $f(\mathbf{x})$ into a central region (called $S_{1}$, which have a relatively high density) and a tail region (called $S_{2}$, which have a relatively low density). The exact definitions of $S_{1}$ and $S_{2}$ are shown in (37) and (38) in

Appendix A, and decompose the bias of the truncated KL estimator (2) into three parts:

$$
\begin{align*}
\mathbb{E}[\hat{h}(\mathbf{X})]-h(\mathbf{X})= & -\mathbb{E}\left[\ln \frac{P(B(\mathbf{X}, \epsilon))}{P(B(\mathbf{X}, \rho))} \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
& -\mathbb{E}\left[\ln \frac{P(B(\mathbf{X}, \rho))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}} \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
& -\mathbb{E}\left[\ln \frac{P(B(\mathbf{X}, \epsilon))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}} \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right] \tag{7}
\end{align*}
$$

All of these three terms converge to zero. The first term in (7) is the additional bias caused by truncation in the central region. Note that $\epsilon$ and $\rho$ are different only when $\rho>a_{N}$, thus if $a_{N}$ does not decay to zero too fast, then $P\left(\epsilon \leq a_{N}\right)$ happens with a high probability. Hence the first term converges to zero. The second term is the bias caused by local non-uniformity of the pdf in the central region. Recall that $\rho=\min \left\{\epsilon, a_{N}\right\} \leq a_{N}=A N^{-\beta}, \rho$ will converge to zero, hence the local non-uniformity will gradually disappear with the increase of $N$. The last term is the bias in the tail region. We let the tail region to shrink with the increase of $N$, and let the central region to expand, then the third term can also converge to zero. These three terms are bounded separately, and the results depend on the selection of truncation parameter $\beta$. The overall convergence rate is determined by the slowest one among these three terms. In our proof, we carefully select $\beta$ to optimize the overall rate.

For detailed proof, please refer to Appendix A
Our assumptions (a), (b) in Theorem 1 are almost the same as assumptions (A0)-(A2) in [29], except that now we no longer require $f(\mathbf{X})$ to be positive everywhere, as was required in [29]. As a result, our analysis holds for distributions with both bounded and unbounded support.

Assumption (a) is the smoothness assumption. As a pdf, $\int f(\mathbf{x}) d \mathbf{x}=1$, under which we can show that the boundedness of Hessian or the second order weak derivative implies the boundedness of $f(\mathbf{x})$ and $\nabla f(\mathbf{x})$.

Assumption (b) is the tail assumption, which is roughly equivalent to requiring that the density has exponentially decreasing tails [29]. To be more precise, we now show some examples that satisfy Assumption (b):

- (b) holds if the pdf has a bounded support. Note that $f(\mathbf{x}) \exp (-b f(\mathbf{x}))$ is maximized when $f(\mathbf{x})=1 / b$, therefore $f(\mathbf{x}) \exp (-b f(\mathbf{x})) \leq 1 /(e b)$ always holds. Denote $S$ as the support set of $f$, and $m(S)=\int_{S} d \mathbf{x}$ as the support size, then

$$
\begin{equation*}
\int f(\mathbf{x}) \exp (-b f(\mathbf{x})) d \mathbf{x} \leq \int_{S} \frac{1}{e b} d \mathbf{x}=\frac{m(S)}{e b} \tag{8}
\end{equation*}
$$

hence for any distributions with bounded support, assumption (b) holds with $C=m(S) / e$.

- (b) holds if $d_{x}=1$ and $f(\mathbf{x}) \sim \exp \left(-\alpha|x|^{\theta}\right)$ for some constant $\alpha>0$, and $\theta>1$, and sufficiently large $x$. This was mentioned in [29].
- Moreover, as discussed in [29], many distributions with exponentially decreasing tails also satisfy our assumption (b). For example, this assumption holds for Gaussian distribution with $d_{x} \leq 2$ and exponential distribution with $d_{x}=1$.
We remark that the above conditions are only sufficient but not necessary conditions for assumption (b) to hold. In fact, assumption (b) also holds for other distributions, even if X does not have any finite moments. In this case, the original KL estimator without truncation may not be consistent, but the truncated one is still consistent, and the convergence rate can be bounded using Theorem 1. One such example is constructed in Appendix B see random variable $X_{2}$ there.
Furthermore, we extend our results to distributions with heavy tails in Section IV. As a byproduct of such extension, we also show that for all sub-Gaussian or sub-exponential distribution, such as Gamma distribution, even if (b) is not satisfied, the convergence bound in Theorem 1 still approximately holds.

The result in Theorem 1 holds for truncated KL estimator. In the following, we illustrate that the truncation is necessary by showing that the original KL estimator is not necessarily consistent for pdfs satisfying our assumptions. In particular, we have the following proposition.

Proposition 1. Under Assumption (a), (b) in Theorem 1 with sufficiently large $M$ and $C$, there exists a pdf $f(\mathbf{x})$, such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}\left[\hat{h}_{0}(\mathbf{X})\right]-h(\mathbf{X}) \neq 0 \tag{9}
\end{equation*}
$$

in which $\hat{h}_{0}$ is the original KL estimator without truncation.
Proof. (Outline) The basic idea of the proof is to construct two distributions whose entropy are the same, but the difference of the expectation of the estimated result using the original KL estimator does not converge to zero. As a result, for at least one of these two distributions, the original KL estimator is not consistent. Please refer to Appendix B for details.

The next theorem gives an upper bound of variance of $\hat{h}(\mathbf{X})$.
Theorem 2. Assume the following conditions:
(c) The pdf is continuous almost everywhere;
(d) $\exists r_{0}>0$,

$$
\begin{equation*}
\int f(\mathbf{x})\left(\ln \inf \left\{\tilde{f}(\mathbf{x}, r) \mid r<r_{0}\right\}\right)^{2} d \mathbf{x}<\infty \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int f(\mathbf{x})\left(\ln \sup \left\{\tilde{f}(\mathbf{x}, r) \mid r<r_{0}\right\}\right)^{2} d \mathbf{x}<\infty \tag{11}
\end{equation*}
$$

in which $\tilde{f}(\mathbf{x}, r)=P(B(\mathbf{x}, r)) / V(B(\mathbf{x}, r))$ is the average pdf over $B(\mathbf{x}, r)$.

Under assumptions (c) and (d), if $0<\beta<1 / d_{x}$, then the variance of truncated KL estimator is bounded by:

$$
\begin{equation*}
\operatorname{Var}[\hat{h}(\mathbf{X})]=\mathcal{O}\left(\frac{1}{N}\right) \tag{12}
\end{equation*}
$$

Proof. (Outline) Our proof uses some techniques in [27], which proved $\mathcal{O}(1 / N)$ convergence of variance of KL estimator with $k=1$ for one dimensional distribution with bounded support. We generalize the result to arbitrary fixed $d_{x}$ and $k$, and the support set can be both bounded and unbounded, as long as the distribution satisfies assumption (c) and (d) in Theorem 2 However, since our assumptions are weaker, we need some additional techniques to ensure that the derivation is valid. For detailed proof, please see Appendix C

Our assumptions (c) and (d) are weaker than the corresponding assumptions (B1) and (B2) in [29]. To show this, we provide a sufficient condition of (c) and (d). In particular, conditions (c) and (d) are both satisfied, if S1): the pdf is Lipschitz or $\alpha$-Hölder continuous with $0<\alpha<1$; and S 2 ): $\int f(\mathbf{x})(\ln f(\mathbf{x}))^{2} d \mathbf{x}<\infty$. We now compare S1) and S2) with conditions in [29]. (B1) in [29] requires that the pdf is Lipschitz, and (B2) requires that

$$
\left.\int f(x)\left(\frac{\sup ^{\left\|x-x^{\prime}\right\| \leq a}}{f(x)}\right)^{\prime} x^{\prime}\right){ }^{j}(\ln f(x))^{2} d x<\infty
$$

for $j=0,1,2,3$. We observe that sufficient condition S 2 ) mentioned above only requires it to hold for $j=0$. Note that our assumptions (c), (d) are very weak and hold for almost all common distributions. If assumptions (a) and (b) are satisfied, then assumptions (c) and (d) must hold, since (c) is implied by (a), and from (b), it is straightforward to prove that $\int f(\mathbf{x})(\ln f(\mathbf{x}))^{2} d x<\infty$. This property combining with (a) imply that (d) holds for sufficiently small $r$. We provide detailed proof of this argument in Appendix G-A. Under these assumptions, our bound of variance is exactly the same as the result in [29].

From Theorem 1 and Theorem 2, under assumptions (a) and (b), the convergence rate of the mean square error of KL estimator is bounded by:

$$
\begin{equation*}
\mathbb{E}\left[(\hat{h}(\mathbf{X})-h(\mathbf{X}))^{2}\right]=\mathcal{O}\left(N^{-\frac{4}{d_{x}+2}} \ln N+\frac{1}{N}\right) \tag{13}
\end{equation*}
$$

In the following theorem, we provide a minimax lower bound on the convergence of mean square error, under assumptions (a) and (b) in Theorem 1

## Theorem 3. Define

$$
\begin{align*}
\mathcal{F}_{M, C}= & \{f \mid \text { Assumptions }(a),(b) \text { in Theorem } 1 \text { are } \\
& \text { satisfied with constant } M \text { and } C\} \tag{14}
\end{align*}
$$

then under assumptions (a), (b) in Theorem 11 for sufficiently large $M$ and $C$,

$$
\begin{align*}
& \inf _{\hat{h}} \sup _{f \in \mathcal{F}_{\mathcal{M}, \mathcal{C}}} \mathbb{E}\left[(\hat{h}(\mathbf{X})-h(\mathbf{X}))^{2}\right] \\
& =\Omega\left(N^{-\frac{4}{d_{x}+2}}(\ln N)^{-\frac{4 d_{x}+4}{d_{x}+2}}+\frac{1}{N}\right) .
\end{align*}
$$

Proof. Please refer to Appendix $D$ for the proof.
Theorem 3 shows that the gap between the convergence rate of the derived upper bound of the mean square error of KL estimator and the minimax lower bound is a logpolynomial factor, which implies that the truncated KL estimator is nearly minimax rate optimal.

We now compare our results with related work [28, 29 [31, 34]. We generalize the result in [29] to arbitrary fixed $k$ and dimensionality, and obtain a tighter bound of the bias by selecting a different truncation parameter. Moreover, our upper bound of the mean square error (13) is the same as the result of [28], if the Hölder parameter $s$ in [28] is 2. Actually, if $s=2$, then the assumptions in [28] can be viewed as a special case of our analysis, since according to (8), assumption (b) in Theorem 1 is satisfied for all distributions with bounded support. We note that the convergence rate derived is slower than the result in [31]. However, in [31], the partial derivatives of the pdf are required to decay almost as fast as the pdf itself in the tails of the distribution, while we only have a overall bound on the Hessian of the pdf. Moreover, we do not assume a bound on the moment of the distribution. Consider that the gap between upper bound (13) and minimax lower bound (15) is only a $\log$ polynomial factor, we believe that our bound can not be significantly improved further in general, although it is possible that for some specific distributions, the actual convergence rate of KL estimator is faster than the bound we derived. Moreover, we note that [34] also provides a minimax analysis of entropy estimation. The bounds in 13) and $\sqrt{15}$ are consistent with the minimax bound in Theorem 6 in [34], for the special case when the smoothness index $s=2$. The main difference between our work and [34] lies on the assumptions: Theorem 6 in [34] focuses on the case in which $f$ is compactly supported within $[0,1]^{d}$, while our upper and lower bound do not require the support set to be bounded.

## III. KSG Mutual Information Estimator

In this section, we focus on KSG mutual information estimator. Consider two continuous random variables $\mathbf{X} \in \mathbb{R}^{d_{x}}$
and $\mathbf{Y} \in \mathbb{R}^{d_{y}}$ with unknown pdf $f(\mathbf{x}, \mathbf{y})$. The mutual information between $\mathbf{X}$ and $\mathbf{Y}$ is

$$
\begin{equation*}
I(\mathbf{X} ; \mathbf{Y})=h(\mathbf{X})+h(\mathbf{Y})-h(\mathbf{X}, \mathbf{Y}) \tag{16}
\end{equation*}
$$

Define the joint variable $\mathbf{Z}=(\mathbf{X}, \mathbf{Y}) \in \mathbb{R}^{d_{z}}$ with $d_{z}=$ $d_{x}+d_{y}$, and define the metric in the $\mathbb{R}^{d_{z}}$ space as

$$
\begin{equation*}
d\left(\mathbf{z}, \mathbf{z}^{\prime}\right)=\max \left\{\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|,\left\|\mathbf{y}-\mathbf{y}^{\prime}\right\|\right\} . \tag{17}
\end{equation*}
$$

[11] proposed two KSG mutual information estimators. In this paper, we analyze the first one, which can be expressed as

$$
\begin{align*}
\hat{I}(\mathbf{X} ; \mathbf{Y})= & \psi(N)+\psi(k)-\frac{1}{N} \sum_{i=1}^{N} \psi\left(n_{x}(i)+1\right) \\
& -\frac{1}{N} \sum_{i=1}^{N} \psi\left(n_{y}(i)+1\right) \tag{18}
\end{align*}
$$

with

$$
\begin{aligned}
& n_{x}(i)=\sum_{j=1}^{N} \mathbf{1}(\|\mathbf{x}(j)-\mathbf{x}(i)\|<\epsilon(i)), \\
& n_{y}(i)=\sum_{j=1}^{N} \mathbf{1}(\|\mathbf{y}(j)-\mathbf{y}(i)\|<\epsilon(i)),
\end{aligned}
$$

in which $\epsilon(i)$ is the distance from $\mathbf{z}(i)=(\mathbf{x}(i), \mathbf{y}(i))$ to its $k$-th nearest neighbor using the distance metric defined in (17).

Recall that the original KL estimator is not consistent for some distributions satisfying our assumptions, and thus we use a truncated one instead. However, the situation for KSG estimator is different. From (18, we observe that unlike the original KL estimator, KSG estimator avoids the $\ln \epsilon(i)$ term, therefore the effect caused by large kNN distances is limited. Note that $n_{x}(i)$ and $n_{y}(i)$ can not be less than $k$ or more than $N$, therefore $\psi\left(n_{x}(i)+1\right)$ and $\psi\left(n_{y}(i)+1\right)$ are both always in $[\ln (k+1), \ln (N+1)]$. Hence, if $n_{x}(i)$ and $n_{y}(i)$ for a sample $i$ differ significantly from others, the influence on the accuracy is at most $(\ln (N+1)) / N$. This ensures the robustness of KSG estimator. Therefore, in the following analysis, we use the original KSG estimator without truncation.

Our analysis of the bias of KSG estimator is based on the following assumptions:

Assumption 1. There exist finite constants $C_{a}, C_{b}, C_{c}, C_{c}^{\prime}$, $C_{d}, C_{d}^{\prime}$ and $C_{e}$, such that
(a) $f(\mathbf{x}, \mathbf{y}) \leq C_{a}$ almost everywhere;
(b) The two marginal pdfs are both bounded, i.e. $f(\mathbf{x}) \leq C_{b}$,
and $f(\mathbf{y}) \leq C_{b}$;
(c) The joint and marginal densities satisfy

$$
\begin{align*}
\int f(\mathbf{x}, \mathbf{y}) \exp (-b f(\mathbf{x}, \mathbf{y})) d \mathbf{x} d \mathbf{y} & \leq C_{c} / b  \tag{19}\\
\int f(\mathbf{x}) \exp (-b f(\mathbf{x})) d \mathbf{x} & \leq C_{c}^{\prime} / b \\
\int f(\mathbf{y}) \exp (-b f(\mathbf{y})) d \mathbf{y} & \leq C_{c}^{\prime} / b
\end{align*}
$$

for all $b>0$;
(d) The Hessian of joint distribution and marginal distribution are bounded everywhere, i.e. $\left\|\nabla^{2} f(\mathbf{z})\right\|_{o p} \leq$ $C_{d},\left\|\nabla^{2} f(\mathbf{x})\right\|_{o p} \leq C_{d}^{\prime}$, and $\left\|\nabla^{2} f(\mathbf{y})\right\|_{o p} \leq C_{d}^{\prime} ;$
(e) The two conditional pdfs are both bounded, i.e. $f(\mathbf{x} \mid \mathbf{y}) \leq$ $C_{e}$ and $f(\mathbf{y} \mid \mathbf{x}) \leq C_{e}$.

It was proved in [25] that under its Assumption 2, KSG estimator is consistent, but the convergence rate was unknown. Note that the distributions that satisfy the Assumption 2 of [25] may have arbitrarily slow convergence rate, especially for heavy tail distributions. Our assumptions are stronger than Assumption 2 of [25], in which (a)-(c) were not required. In [25], the convergence rate was derived under its Assumption 3, which also strengthens its Assumption 2. The main difference between Assumption 3 of [25] and our assumptions is that [25] requires

$$
\begin{equation*}
\int f(\mathbf{x}, \mathbf{y}) \exp (-b f(\mathbf{x}, \mathbf{y})) d \mathbf{x} d \mathbf{y} \leq C_{c} e^{-C_{0} b} \tag{20}
\end{equation*}
$$

One can show that a joint pdf satisfying assumption 20 is bounded away from 0 and the distribution must have bounded support (For completeness, we provide a proof of this statement in Appendix G-B). On the contrary, we only require this integration to decay inversely with $b$, see (19). This new assumption is valid for distributions whose joint pdf can approach zero as close as possible, thus our analysis holds for distributions with both bounded and unbounded support. This assumption roughly requires that both the marginal density and the joint density have exponentially decreasing tails. For example, joint Gaussian distribution satisfies this assumption. Another difference is that we strengthen the Hessian from bounded almost everywhere to everywhere, to ensure the smoothness of density, and thus avoid the boundary effect. Figure 1 illustrates the difference between [25] and our analysis. [25] holds for type (a), such as uniform distribution, while our analysis holds for type (b) and (c), such as Gaussian distribution. In addition, we do not truncate the kNN distances as in [25].

To deal with these assumption differences, our derivation is significantly different from those of [25]. Theorem 4 gives an upper bound of bias under these assumptions.



(a) Bounded sup- (b) Unbounded sup- (c) Bounded support, pdf is bounded port, pdf has a long port, pdf can apaway from zero. tail. proach zero.

Fig. 1: Comparison of three types of distributions. The convergence rate of KSG estimator for type (a) was derived in [25], while we analyze type (b) and (c).

Theorem 4. Under the Assumption 1 for fixed $k>1$ and sufficiently large $N$, the bias of $K S G$ estimator is bounded by

$$
\begin{align*}
& |\mathbb{E}[\hat{I}(\mathbf{X} ; \mathbf{Y})]-I(\mathbf{X} ; \mathbf{Y})| \\
& =\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{\min \left\{d_{x}, d_{y}\right\}}{d_{z}}}\right) . \tag{21}
\end{align*}
$$

Proof. (Outline) Recall that KSG estimator is an adaptive combination of two adaptive KL estimators that estimate the marginal entropy, and one original KL estimator that estimates the joint entropy. We express KSG estimator in the following way:
$\hat{I}(\mathbf{X} ; \mathbf{Y})=\frac{1}{N} \sum_{i=1}^{N} T(i)=\frac{1}{N} \sum_{i=1}^{N}\left[T_{x}(i)+T_{y}(i)-T_{z}(i)\right]$,
in which
$T(i):=\psi(N)+\psi(k)-\psi\left(n_{x}(i)+1\right)-\psi\left(n_{y}(i)+1\right)$,
and

$$
\begin{aligned}
T_{z}(i) & :=-\psi(k)+\psi(N)+\ln c_{d_{z}}+d_{z} \ln \rho(i), \\
T_{x}(i) & :=-\psi\left(n_{x}(i)+1\right)+\psi(N)+\ln c_{d_{x}}+d_{x} \ln \rho(i) \\
T_{y}(i) & :=-\psi\left(n_{y}(i)+1\right)+\psi(N)+\ln c_{d_{y}}+d_{y} \ln \rho(i)
\end{aligned}
$$

in which we $\rho(i)=\min \left\{\epsilon, a_{N}\right\}$. Note that although we analyze the original KSG estimator without truncation, we can decompose it to truncated KL estimators for the convenience of analysis. We bound the bias of these three KL estimators separately. Note that $\frac{1}{N} \sum_{i=1}^{N} T_{z}(i)$ is actually the KL estimator for the joint entropy. Therefore the bias of joint entropy estimator $\mathbb{E}\left[T_{z}\right]-h(\mathbf{Z})$ can be bounded using Theorem 1. For the marginal entropy estimators $\frac{1}{N} \sum_{i=1}^{N} T_{x}(i)$ and $\frac{1}{N} \sum_{i=1}^{N} T_{y}(i)$, we only need to analyze $T_{x}$, and then the bound of $T_{y}$ can be obtained in the same manner. Note that

$$
\mathbb{E}\left[T_{x}\right]-h(\mathbf{X})=\mathbb{E}\left[\mathbb{E}\left[T_{x} \mid \mathbf{X}\right]+\ln f(\mathbf{X})\right],
$$

and we call $\mathbb{E}\left[T_{x} \mid \mathbf{X}\right]+\ln f(\mathbf{X})$ the local bias. The pointwise convergence rate of the local bias is $\mathcal{O}\left(N^{-\frac{2}{d_{x}}}\right)$. However, the
overall convergence rate is slower than the pointwise convergence rate. In the setting discussed in [25], the boundary bias is dominant. In our case, by dividing the whole support into a central region and a tail region, with the threshold selected carefully, we let the convergence rate of bias at these two regions decay with approximately the same rate. For detailed proof, please see Appendix E

The following theorem gives a bound on the variance of KSG estimator, which holds for all continuous distributions, even if Assumption 1 is not satisfied.

Theorem 5. If $(\mathbf{X}, \mathbf{Y})$ has pdf $f(\mathbf{x}, \mathbf{y})$, then the variance of $K S G$ estimator is bounded by

$$
\begin{equation*}
\operatorname{Var}[\hat{I}(\mathbf{X} ; \mathbf{Y})]=\mathcal{O}\left(\frac{(\ln N)^{2}}{N}\right) \tag{22}
\end{equation*}
$$

Proof. We refer to Theorem 6 in [25] for the proof. Although the bound in [25] is derived for truncated KSG estimator, it can be shown that the steps in [25] actually also hold for the original KSG estimator. Details are omitted for brevity.

## IV. Extension to Heavy Tailed Distributions

In previous sections, we have derived bounds of the convergence rates of bias and variance of KL and KSG estimators. We do not have any tail assumptions for bounding the variance (Theorem 2 and 5). However, the convergence rate of bias is related to the strength of tails, thus it is necessary to add some tail assumptions. The assumption (b) in Theorem 1 and the assumption (c) in Assumption 1 follow assumption (A2) in [29]. It was discussed in [29] that these assumptions are roughly equivalent to requiring that $f(\mathbf{x})$ or $f(\mathbf{x}, \mathbf{y})$ has exponentially decreasing tails. In this section, we extend the results in Theorem 1 and Theorem 4 to distributions with polynomially decreasing tails.

Theorem 6. Suppose the pdf $f(\mathbf{x})$ satisfies assumption (a) in Theorem 1] and

$$
\begin{equation*}
P(f(\mathbf{X}) \leq t) \leq \mu t^{\tau} \tag{23}
\end{equation*}
$$

for some constant $\mu>0, \tau \in(0,1]$, and arbitrary $t>0$. Let $\beta=1 /\left(d_{x}+2\right)$, then the bias of truncated KL estimator is bounded by:

$$
\begin{equation*}
|\mathbb{E}[\hat{h}(\mathbf{X})]-h(\mathbf{X})|=\mathcal{O}\left(N^{-\frac{2 \tau}{d_{x}+2}} \ln N\right) \tag{24}
\end{equation*}
$$

Theorem 7. Assume that the joint distribution of $\mathbf{X}$ and $\mathbf{Y}$ satisfies Assumption 1 (a)-(e), except that the assumption (c) is changed to the following one:
(c') The joint and marginal densities satisfy

$$
\begin{aligned}
P(f(\mathbf{X}, \mathbf{Y}) \leq t) & \leq \mu t^{\tau} \\
P(f(\mathbf{X}) \leq t) & \leq \mu^{\prime} t^{\tau} \\
P(f(\mathbf{Y}) \leq t) & \leq \mu^{\prime} t^{\tau}
\end{aligned}
$$

for some constant $\mu, \mu^{\prime}>0, \tau \in(0,1]$, and arbitrary $t>0$. Then the bias of KSG estimator is bounded by

$$
\begin{align*}
& \mid \mathbb{E}[\hat{I}(\mathbf{X} ; \mathbf{Y})-I(\mathbf{X} ; \mathbf{Y})] \\
& =\mathcal{O}\left(N^{-\frac{2 \tau}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{\min \left\{d_{x}, d_{y}\right\}}{d_{z}}}\right) \tag{26}
\end{align*}
$$

Proof. (Outline) For the proof of Theorem 6 and Theorem 7 , recall that $\tau \in(0,1]$. The case with $\tau=1$ is already proved in Theorem 1 and 4 Note that $\sqrt{23}$ with $\tau=1$ is equivalent to (4). In particular, (31) shows that (4) implies (23) with $\tau=1$, while (32) with $m=1$ shows such equivalence at the reverse direction. As a result, the bounds in Theorem 1 and 4 still hold for $\tau=1$. If $0<\tau<1$, there are several details in the proof that are different from the case of $\tau=1$. Nevertheless, the basic ideas are still the same. In Appendix F we provide a brief proof of Theorem 6 and 7. We only show some important steps, in which the proof with $0<\tau<1$ and that with $\tau=1$ are different. We omit other steps that are very similar to the proof of Theorem 1 and Theorem 4.

Now we discuss the new assumptions (23) and (25). These two assumptions are generalizations of (4) and (19). If $\tau<1$, then (23) holds for many common distributions with polynomially decreasing tails. We have the following proposition to determine $\tau$.
Proposition 2. For one dimensional random variable $\mathbf{X}$ with dimension $d_{x}$, if $\mathbb{E}\left[|\mathbf{X}|^{\alpha}\right]<\infty$, then for any $\tau<$ $\alpha /\left(\alpha+d_{x}\right)$, there exists a constant $\mu_{1}$ such that $P(f(\mathbf{X}) \leq$ $t) \leq \mu_{1} t^{\tau}$.

The proof of Proposition 2 is shown in Appendix F The boundedness of moment, i.e. $\mathbb{E}\left[|\mathbf{X}|^{\alpha}\right]<\infty$, is a sufficient but not necessary condition of (23). (23) can still hold for some distributions that do not have any finite moments. However, for most of common distributions, there exists some $\alpha$ such that $\mathbb{E}\left[|\mathbf{X}|^{\alpha}\right]$ is finite. Proposition 2 shows how our assumption (23) is related to the boundedness of moments. Note that $\tau^{\prime}$ can be arbitrarily close to $\tau$. Combining Proposition 2 with Theorem 6 and Theorem 7, we have the following corollary.
Corollary 1. (1) Bias bounds for $K L$ estimator: If $\mathbb{E}\left[\|\mathbf{X}\|^{\alpha}\right]<\infty$, and the Hessian of $f$ satisfies $\left\|\nabla^{2} f\right\| \leq M$ for some constant $M$, then

$$
\begin{equation*}
|\mathbb{E}[\hat{h}(\mathbf{X})]-h(\mathbf{X})|=\mathcal{O}\left(N^{-\frac{2}{d_{x}+2} \frac{\alpha}{\alpha+d_{x}}+\delta}\right) \tag{27}
\end{equation*}
$$

for arbitrarily small $\delta>0$.
(2) Bias bounds for KSG estimator: If Assumption 1 (a),(b),(d) and (e) holds, $\mathbb{E}\left[\|\mathbf{X}\|^{\alpha}\right]<\infty, \mathbb{E}\left[\|\mathbf{Y}\|^{\alpha}\right]<\infty$,
and $\sup _{\mathbf{x}} \mathbb{E}\left[\|Y\|^{\alpha} \mid \mathbf{X}=\mathbf{x}\right]<\infty$, then the bias of $K S G$ estimator is bounded by

$$
\begin{align*}
& \mid \mathbb{E}[\hat{I}(\mathbf{X} ; \mathbf{Y})-I(\mathbf{X} ; \mathbf{Y})] \\
& =\mathcal{O}\left(N^{-\frac{2}{d_{z}+2} \frac{\alpha}{\alpha+d_{z}}+\delta}\right)+\mathcal{O}\left(N^{-\frac{\min \left\{d_{x}, d_{y}\right\}}{d_{z}}}\right) \tag{28}
\end{align*}
$$

for arbitrarily small $\delta>0$. In 28, $d_{z}=d_{x}+d_{y}$.
Now we show some examples. For Cauchy distribution, $\mathbb{E}\left[|X|^{\alpha}\right]<\infty$ for any $\alpha<1$, hence the convergence rate of bias of KL estimator is $\mathcal{O}\left(N^{-1 /\left(d_{x}+2\right)+\delta}\right)$ for arbitrarily small $\delta>0$. For all sub-Gaussian or sub-exponential distributions that are second order smooth, $\mathbb{E}\left[|X|^{\alpha}\right]<$ $\infty$ for all $\alpha>0$, hence the convergence rate becomes $\mathcal{O}\left(N^{-2 /\left(d_{x}+2\right)+\delta}\right)$ for arbitrarily small $\delta>0$. For KSG estimator, the convergence rate can also be derived similarly from 28.

## V. Numerical Examples

In this section we provide numerical experiments to illustrate the analytical results obtained in this paper.

## A. KL estimator

We conduct the following numerical experiments. Firstly, we calculate the convergence rates of bias and variance of KL entropy estimator for distributions with different dimensions. Secondly, we compare the performance of KL estimator for different $k$.

In the simulation, the bias and variance is estimated by repeating the simulation many times and then calculate the sample mean and sample variance of all the estimated values. We do not need to run too many trials to obtain an accurate estimation of variance. But the estimation of bias is much harder, if the dimension of $\mathbf{X}$ is low. In this case, the bias can be much lower than the square root of variance, as a result, the sample mean may deviate seriously from the expectation of estimated value $\mathbb{E}[\hat{h}(\mathbf{X})]$. Hence a large number of trials is needed. If the dimensionality is higher than 2 , then the bias converges slowly comparing with the variance, and thus we do not need to run too many trials. We select the number of trials in the following way: run simulations until relative uncertainty of bias falls below 0.05 , in which the relative uncertainty is defined as the ratio between the length of the $99 \%$ confidence interval of bias and the estimated value of bias.

Fig. 2(a), (b) show the convergence of bias and variance of KL estimator under Gaussian distribution with dimensions from 1 to 6 . In Fig. 2, we fix $k=3$. These figures are $\log -\log$ plots with base 10 . We observe that for $d_{x} \leq 3$, with $\log _{10} N \geq 2$, i.e. $N \geq 100$, the bias of KL estimator decays monotonically with sample size $N$. However, for distribution with higher dimensions, the bias increases with
$N$ before the subsequent decay. We explain this phenomenon as follows. According to (6), the bias of KL estimator can be expressed as $\mathbb{E}[\hat{h}(\mathbf{X})]-h(\mathbf{X})=-\mathbb{E}[\ln P(B(\mathbf{X}, \epsilon))]+$ $\mathbb{E}\left[\ln \left(f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}\right)\right]$. In the regions where Hessian is positive, $P(B(\mathbf{x}, \epsilon))>f(\mathbf{x}) c_{d_{x}} \rho^{d_{x}}$, which causes negative bias. If Hessian is negative in $B(\mathbf{x}, \epsilon)$, then if $\rho \leq a_{N}$, which happens with high probability, then $\rho=\epsilon$ and thus $P(B(\mathbf{x}, \epsilon))<f(\mathbf{x}) c_{d_{x}} \rho^{d_{x}}$. This causes positive bias. When sample sizes is not large, the positive and negative bias terms can cancel out. However, the positive bias occurs where the Hessian is negative, which occurs around $\mathbf{x}=0$ for standard Gaussian distributions, and thus converges faster to zero than the negative bias, which occurs at the tail of distribution. Therefore, with a larger sample size, the negative bias is dominant over the positive bias, and thus the total bias becomes more serious. If we continue to increase the sample size, then the negative bias term also converges to zero.

We then calculate the empirical convergence rates by finding the negative slope of the curves in Fig. 2 (a), (b) by linear regression. Considering that in Fig. 2 (a), (b), the bias of KL estimator decays with stable speed only when the sample size is large, we perform linear regression using the segment of curves where the sample size is larger than a certain threshold. For the convergence rate of variance, the linear regression is conducted over the whole curve since the variance always decay smoothly. These results are then compared with the theoretical convergence rates, which are obtained from Theorem 1 and 2 The results are shown in Table $\mathbb{1}$ in which we say that the theoretical convergence rate of bias or variance is $\gamma$ if it decays with either $\mathcal{O}\left(N^{-\gamma}\right)$, or $\mathcal{O}\left(N^{-\gamma+\delta}\right)$ for arbitrarily small $\delta>0$, and two 'Sample Size' columns refer to the interval of sample size we use for the computation of the convergence rate of bias and variance, respectively.
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Fig. 2: Empirical convergence of KL entropy estimator for Gaussian distribution.

Fig. 2 (a), (b) and Table $\square$ show that for $d_{x}>2$, the above empirical convergence rates basically agree with the theoretical prediction. We find that for $d_{x}=1$ and $d_{x}=2$, the empirical rate is faster than the theoretical convergence rate. As discussed in previous sections, our
bound holds for all distributions that satisfy our assumptions, and the actual convergence rate can be faster for some specific distributions. For Gaussian distributions, the Hessian of the pdf decays almost as fast as the pdf itself, while our assumptions only have a bound of Hessian over $\mathbb{R}^{d}$.

Moreover, we compare the performance of KL estimator for different $k$. The result is shown in Fig. 2 (c) for fixed $d_{x}=2$, which shows that for different $k$, the convergence rate of KL estimator is approximately the same, but the constant factor can be different. For standard Gaussian distribution with $d_{x}=2$, the performance of KL estimator with $k=5$ is better than that with $k=1,10,20$. If the dimension of random variable is low, then the squared bias usually converges faster than the variance, thus we can use large $k$. On the contrary, with higher dimension, it may be better to use small $k$.

## B. KSG estimator

Now we evaluate the performance of KSG estimator using joint Gaussian distribution. In this numerical experiment, we let $(\mathbf{X}, \mathbf{Y}) \sim \mathcal{N}(\mathbf{0}, \mathbf{K})$, in which $\mathbf{K}$ is a $d_{z}$ dimensional square matrix, $\mathbf{K}_{i, j}=\rho+(1-\rho) \delta_{i j}$, and $\delta_{i j}=1$ if $i=j$, otherwise 0 . In this numerical simulation, we use $\rho=0.6$.

Similar to the experiments on KL entropy estimator, to ensure the accuracy of estimation of the bias of KSG mutual information estimator, we still use adaptive number of trials. We continue to run simulations until the relative uncertainty is lower than 0.05 . For both experiments, we use fixed $k=3$ and then plot $\log _{10}$ (Bias) and $\log _{10}$ (Variance) against $\log _{10}(N)$ separately. The result is shown in Figure 3. The empirical convergence rates are compared with the theoretical convergence rates from Theorem 4 and 5, and the results are shown in Table $\Pi$ For simplicity, we still use the same notation as those used for KL estimator. The value of theoretical convergence rate of bias and variance in Table $\Pi$ II $\gamma$ if the bound in Theorem 4 or 2 is either $\mathcal{O}\left(N^{-\gamma}\right)$ or $\mathcal{O}\left(N^{-\gamma+\delta}\right)$ for arbitrarily small $\delta>0$. Unlike the curve for KL estimator, for KSG estimator, with this example, the curve of both bias and variance appear to be close to a straight line. Therefore, the empirical convergence rates of bias and variance are calculated by linear regression over the whole curve. The 'Sample Size' column in table II is used for the calculation of both bias and variance.

From Fig. 3, we observe that the bias and variance of KSG mutual information estimator for $d_{x}=1$, and $d_{y}=1,2,3$ basically agree with the theoretical prediction. The bounds in Theorem 4 and 5 are general bounds that consider the worst cases satisfying our assumptions. For some specific distributions, the empirical convergence rates can be faster than our theoretical prediction. In addition, in our derivation, we bound the total bias of KSG estimator by bounding the bias of its three components separately, and then use the sum

TABLE I: Convergence rate of KL estimator for standard Gaussian distributions

| $d_{x}$ | Bias(Empirical) | Bias(Theoretical) | Sample Size | Variance(Empirical) | Variance (Theoretical) | Sample Size |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.97 | 0.67 | $10^{2} \sim 10^{4}$ | 1.00 | 1.00 | $10^{2} \sim 10^{4}$ |
| 2 | 0.66 | 0.50 | $10^{2} \sim 10^{5}$ | 1.00 | 1.00 | $10^{2} \sim 10^{5}$ |
| 3 | 0.43 | 0.40 | $10^{2} \sim 10^{5}$ | 1.01 | 1.00 | $10^{2} \sim 10^{5}$ |
| 4 | 0.33 | 0.33 | $10^{3} \sim 10^{5}$ | 0.99 | 1.00 | $10^{2} \sim 10^{5}$ |
| 5 | 0.29 | 0.28 | $10^{4} \sim 10^{6}$ | 1.01 | 1.00 | $10^{2} \sim 10^{6}$ |
| 6 | 0.25 | 0.25 | $10^{5} \sim 10^{7}$ | 1.03 | 1.00 | $10^{2} \sim 10^{7}$ |

TABLE II: Comparison of convergence rate of KSG estimator

| $d_{x}$ | $d_{y}$ | Bias(Empirical) | Bias(Theoretical) | Variance(Empirical) | Variance(Theoretical) | Sample Size |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0.50 | 0.50 | 0.99 | 1.00 | $10^{2} \sim 10^{5}$ |
| 1 | 2 | 0.35 | 0.33 | 0.96 | 1.00 | $10^{2} \sim 10^{5}$ |
| 1 | 3 | 0.27 | 0.25 | 0.98 | 1.00 | $10^{2} \sim 10^{5}$ |



Fig. 3: Empirical convergence of KSG mutual information estimator for Gaussian distribution.
of these three bounds as the bound of total bias. However, as was discussed in [25], the bias of the decomposed marginal entropy estimator and the joint entropy estimator may cancel out. As a result, the practical performance of KSG estimator can be better than the theoretical prediction.

## VI. Conclusion

In this paper, we have analyzed the convergence rates of bias and variance of truncated KL entropy estimator and KSG mutual information estimator for smooth distributions, under a tail assumption that is roughly equivalent to requiring the distribution to have an exponentially decreasing tail. Our assumptions allow distributions with heavy tails, for which the original KL estimator without truncation may not be accurate. In particular, we have shown that there exists a distribution under which the KL estimator without truncation is not consistent. To solve this problem, we have analyzed a truncated KL estimator. By optimally choosing the truncation threshold, we have improved the convergence rate of bias in [29], and have extended the analysis to any fixed $k$ and arbitrary dimensions. Moreover, we have derived a minimax lower bound of the convergence rate of all entropy estimators, which shows that truncated KL estimator
is nearly minimax optimal. Building on the analysis of KL estimator, we have then provided a bound for KSG estimator. Our analysis has no restrictions on the boundedness of the support set. Finally, we have extended the analysis of KL and KSG estimator to distributions with polynomially decreasing tails. We have also used numerical examples to show that the practical performances of KL and KSG estimators are consistent with our analysis in general.

In terms of future work, it is of interest to analyze the convergence rate of KSG estimator in Sobolev and Orlicz type spaces. In this regard, [35] will be useful. As the tail assumption given by the norm in Sobolev space (i.e. (1) in [35]) has different form comparing with our tail assumption (Assumption 1), new proof techniques will need to be developed.

## Appendix A

## Proof of Theorem 1: the bias of KL entropy ESTIMATOR

In this section, we analyze the bias of truncated KL estimator

$$
\hat{h}(\mathbf{X})=-\psi(k)+\psi(N)+\ln c_{d_{x}}+\frac{d_{x}}{N} \sum_{i=1}^{N} \ln \rho(i)
$$

under Assumptions (a), (b) in Theorem 1, in which

$$
\begin{equation*}
\rho(i)=\min \left\{\epsilon(i), a_{N}\right\}, \tag{29}
\end{equation*}
$$

and the truncation threshold is set to be $a_{N}=A N^{-\beta}$, in which $\beta<1 / d_{x}$. We hope to select a $\beta$ to optimize the convergence rate of bias.

We begin with deriving three lemmas based on Assumptions (a) and (b) in the theorem statement.

Lemma 1. Under Assumption (a) in Theorem 1] there exists constant $C_{1}$, such that

$$
\begin{equation*}
\left|P(B(\mathbf{x}, r))-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right| \leq C_{1} r^{d_{x}+2}, \tag{30}
\end{equation*}
$$

in which $B(\mathbf{x}, r):=\{\mathbf{u} \mid\|\mathbf{u}-\mathbf{x}\|<r\}$.
Proof.

$$
\begin{aligned}
& \left|P(B(\mathbf{x}, r))-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right|= \\
& \left|\int_{\mathbf{u} \in B(\mathbf{x}, r)}(f(\mathbf{u})-f(\mathbf{x})) d \mathbf{u}\right| .
\end{aligned}
$$

Using Taylor expansion, we have

$$
\begin{aligned}
& \left|\int_{\mathbf{u} \in B(\mathbf{x}, r)}(f(\mathbf{u})-f(\mathbf{x})) d \mathbf{u}\right| \\
& = \\
& =\mid \int_{\mathbf{u} \in B(\mathbf{x}, r)}(\nabla f(\mathbf{x}))^{T}(\mathbf{u}-\mathbf{x}) \\
& \left.\quad+(\mathbf{u}-\mathbf{x})^{T} \nabla^{2} f(\xi(\mathbf{u}))(\mathbf{u}-\mathbf{x})\right) d \mathbf{u} \mid \\
& = \\
& \leq \int_{\mathbf{u} \in B(\mathbf{x}, r)}(\mathbf{u}-\mathbf{x})^{T} \nabla^{2} f(\xi(\mathbf{u}))(\mathbf{u}-\mathbf{x}) d \mathbf{u} \mid \\
& \leq M\left|\int_{\mathbf{u} \in B^{\infty}(\mathbf{x}, r)}\|\mathbf{u}-\mathbf{x}\|_{2}^{2} d \mathbf{u}\right| \\
& \leq \\
& \leq C_{1} r^{d_{x}+2}
\end{aligned}
$$

for some constant $C_{1}$, in which $B^{\infty}(\mathbf{x}, r)$ denotes the smallest $L_{\infty}$ ball (i.e. a cube) that contains $B(\mathbf{x}, r)$. In the steps above, we enlarge the domain of integration from $B(\mathbf{x}, r)$ to $B^{\infty}(\mathbf{x}, r)$ for the convenience of calculation.

Assumption (b) controls the tail of distribution. We can show that the following lemma holds:

Lemma 2. (1) Under Assumption (b) in Theorem 1. There exists $\mu>0$ such that

$$
\begin{equation*}
P(f(\mathbf{X}) \leq t) \leq \mu t, \forall t>0 \tag{31}
\end{equation*}
$$

(2) Under (31, for any integer $m \geq 1$, there exists a constant $K_{m}$, such that

$$
\begin{equation*}
\int f^{m}(\mathbf{x}) \exp (-b f(\mathbf{x})) d \mathbf{x} \leq \frac{K_{m}}{b^{m}} \tag{32}
\end{equation*}
$$

Proof. Proof of 31):

$$
\begin{align*}
P(f(\mathbf{X}) \leq t) & =P\left(e^{-\frac{f(\mathbf{X})}{t}} \geq e^{-1}\right) \\
& \leq e \mathbb{E}\left[e^{-\frac{f(\mathbf{X})}{t}}\right] \\
& \leq e C t \tag{33}
\end{align*}
$$

in which the last inequality comes from Assumption (b) in Theorem 1. Hence (31) holds with $\mu=e C$.

Proof of (32): Note that for all $u>0, u^{m-1} \leq(2(m-$ 1) $/ e)^{m-1} e^{u / 2}$, hence

$$
\begin{aligned}
& \int f^{m}(\mathbf{x}) \exp (-b f(\mathbf{x})) d \mathbf{x} \\
= & \mathbb{E}\left[f^{m-1}(\mathbf{X}) \exp (-b f(\mathbf{X}))\right] \\
= & \frac{1}{b^{m-1}} \mathbb{E}\left[(b f(\mathbf{X}))^{m-1} \exp (-b f(\mathbf{X}))\right] \\
\leq & \left(\frac{2(m-1)}{e}\right)^{m-1} \frac{1}{b^{m-1}} \\
& \mathbb{E}\left[\exp \left(\frac{b}{2} f(\mathbf{X})\right) \exp (-b f(\mathbf{X}))\right] \\
\leq & 2\left(\frac{2(m-1)}{e}\right)^{m-1} \frac{C}{b^{m}} .
\end{aligned}
$$

Based on Lemma 2 we can show another lemma. Define

$$
\begin{equation*}
V(t)=m(\{\mathbf{x} \mid f(\mathbf{x})>t\}), \tag{34}
\end{equation*}
$$

in which $m$ denotes Lebesgue measure. From (34), $V(t)$ is the volume of the region in which the pdf is higher than $t$. Under Assumption (b) in Theorem 1, we have the following bound.

Lemma 3. Under Assumption (b) in Theorem 11 for sufficiently small $t$,

$$
V(t) \leq \mu\left(1+\ln \frac{1}{\mu t}\right)
$$

in which $\mu$ is the constant in (31).
Proof. (Outline) Here we provide an intuitive explanation. As discussed in [29], roughly speaking, assumption (b) requires the distribution to have an exponential tail. For exponential or Laplace distribution, it is obvious that $V(t)=$ $\mathcal{O}(\ln (1 / t))$. Therefore it is reasonable to assume that this bound holds generally for any distributions that satisfy assumption (b). The detailed proof is shown in Appendix A-A

Now we analyze the convergence rate of KL estimator in
[2].

$$
\begin{align*}
& \mathbb{E}[\hat{h}(\mathbf{X})]-h(\mathbf{X}) \\
& \stackrel{(a)}{=}-\psi(k)+\psi(N)+\mathbb{E}\left[\ln \left(c_{d_{x}} \rho^{d_{x}}\right)\right]-h(\mathbf{X}) \\
& \stackrel{(b)}{=}-\mathbb{E}[\ln P(B(\mathbf{X}, \epsilon))]+\mathbb{E}\left[\ln \left(c_{d_{x}} \rho^{d_{x}}\right)\right]-h(\mathbf{X}) \\
& \stackrel{(c)}{=}-\mathbb{E}[\ln P(B(\mathbf{X}, \epsilon))]+\mathbb{E}\left[\ln \left(f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}\right)\right] \\
& \stackrel{(d)}{=}-\mathbb{E}\left[\ln \left(\frac{P(B(\mathbf{X}, \epsilon))}{P(B(\mathbf{X}, \rho))}\right) \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
&-\mathbb{E}\left[\ln \left(\frac{P(B(\mathbf{X}, \rho))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right) \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
&-\mathbb{E}\left[\ln \left(\frac{P(B(\mathbf{X}, \epsilon))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right] \\
&:=-I_{1}-I_{2}-I_{3} . \tag{35}
\end{align*}
$$

Here, (a) uses the fact that $\rho(i)$ 's are identically distributed for all $i$, thus

$$
\mathbb{E}\left[\frac{d_{x}}{N} \sum_{i=1}^{N} \ln \rho(i)\right]=\mathbb{E}\left[d_{x} \ln \rho(i)\right], \forall i
$$

From now on, we omit $i$ for convenience. In (b), we use the fact from order statistics [33] that $P(B(\mathbf{x}, \epsilon)) \sim \mathbb{B}(k, N-k)$, in which $\mathbb{B}$ denotes Beta distribution. Therefore

$$
\begin{equation*}
\mathbb{E}[\ln P(B(\mathbf{x}, \epsilon)) \mid \mathbf{x}]=\psi(k)-\psi(N) \tag{36}
\end{equation*}
$$

(c) holds because $h(\mathbf{X})=-\mathbb{E}[\ln f(\mathbf{X})]$. In (d), $S_{1}$ and $S_{2}$ are defined as:

$$
\begin{align*}
S_{1} & =\left\{\mathbf{x} \left\lvert\, f(\mathbf{x}) \geq \frac{\lambda C_{1}}{c_{d_{x}}} A^{2} N^{-\gamma}\right.\right\}  \tag{37}\\
S_{2} & =\left\{\mathbf{x} \left\lvert\, f(\mathbf{x})<\frac{\lambda C_{1}}{c_{d_{x}}} A^{2} N^{-\gamma}\right.\right\} \tag{38}
\end{align*}
$$

in which $\gamma$ is defined by

$$
\begin{equation*}
\gamma=\min \left\{2 \beta, 1-\beta d_{x}\right\} \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=2 \max \left\{1, \frac{k+1}{C_{1} A^{d_{x}+2}}\right\} \tag{40}
\end{equation*}
$$

Roughly speaking, $S_{1}$ is the region where the $f(\mathbf{x})$ is relatively large, while $S_{2}$ corresponds to the tail region. Regarding the two regions $S_{1}$ and $S_{2}$, we have the following lemma.
Lemma 4. Under Assumptions (a) and (b) in Theorem 1 there exist constants $C_{2}$ and $C_{3}$, such that for $N>k$,

$$
\begin{align*}
P\left(\epsilon>a_{N}, \mathbf{X} \in S_{1}\right) & \leq C_{2} N^{-\left(1-\beta d_{x}\right)}  \tag{41}\\
P\left(\epsilon>a_{N}\right) & \leq C_{3} N^{-\min \left\{1-\beta d_{x}, \frac{2}{d_{x}+2}\right\}} \tag{42}
\end{align*}
$$

Proof. Please see Appendix A-B.
From (35), we know that the bias of KL estimator can be bounded by giving an upper bound to $I_{1}, I_{2}$ and $I_{3}$ separately. Recall that $\rho=\min \left\{\epsilon, a_{N}\right\}$.

## 1) Bound of $I_{1}$ :

$$
\begin{aligned}
\left|I_{1}\right| & =\mathbb{E}\left[(\ln P(B(\mathbf{X}, \epsilon))-\ln P(B(\mathbf{X}, \rho))) \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
& \stackrel{(a)}{=} \mathbb{E}\left[\ln \frac{P(B(\mathbf{X}, \epsilon))}{P(B(\mathbf{X}, \rho))} \mathbf{1}\left(\mathbf{X} \in S_{1}, \epsilon>a_{N}\right)\right] \\
& \stackrel{(b)}{\leq} \mathbb{E}\left[-\ln P(\mathbf{X}, \rho) \mathbf{1}\left(\mathbf{X} \in S_{1}, \epsilon>a_{N}\right)\right] \\
& \stackrel{(c)}{=} \mathbb{E}\left[-\ln P\left(\mathbf{X}, a_{N}\right) \mathbf{1}\left(\mathbf{X} \in S_{1}, \epsilon>a_{N}\right)\right] \\
& \stackrel{(d)}{\leq}-\ln \left[(k+1) N^{-\left(\gamma+\beta d_{x}\right)}\right] P\left(\mathbf{X} \in S_{1}, \epsilon>a_{N}\right) \\
& \stackrel{(e)}{=} \mathcal{O}\left(N^{-\left(1-\beta d_{x}\right)} \ln N\right) .
\end{aligned}
$$

Here (a) uses the definition of $\rho$ in 29), which implies that $\rho$, $\epsilon$ are different only when $\epsilon>a_{N}$. (b) uses $P(B(\mathbf{X}, \epsilon)) \leq 1$. (c) uses the definition of $\rho$ again, which says that $\rho=a_{N}$ if $\epsilon>a_{N}$. (d) uses the lower bound of $P\left(B\left(\mathbf{x}, a_{N}\right)\right)$ derived in (60). (e) uses (41) in Lemma 4
2) Bound of $I_{2}$ :

$$
\begin{align*}
\left|I_{2}\right|= & \left|\mathbb{E}\left[\ln \left(\frac{P(B(\mathbf{X}, \rho))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right) \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right]\right| \\
& \stackrel{(a)}{\leq} \mathbb{E}\left[\operatorname { m a x } \left\{\left|\ln \left(\frac{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}+C_{1} \rho^{d_{x}+2}}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)\right|\right.\right. \\
& \left.\left.\left|\ln \left(\frac{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}-C_{1} \rho^{d_{x}+2}}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)\right|\right\} \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
= & \mathbb{E}\left[\left|\ln \left(\frac{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}-C_{1} \rho^{d_{x}+2}}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)\right| \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
& \stackrel{(b)}{=} \mathbb{E}\left[\frac{1}{\xi(\mathbf{X})} \frac{C_{1} \rho^{2}}{f(\mathbf{X}) c_{d_{x}}} \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
& \stackrel{(c)}{\leq} \quad 2 \mathbb{E}\left[\frac{C_{1} \rho^{2}}{f(\mathbf{X}) c_{d_{x}}} \mathbf{1}\left(\mathbf{X} \in S_{1}\right)\right] \\
= & \mathcal{O}\left(N^{-2 \beta} \ln N\right) . \tag{43}
\end{align*}
$$

Here, (a) uses Lemma 11. (b) uses Lagrange mean value theorem, and $1-\frac{C_{1} \rho^{2}}{f(\mathbf{X}) c_{d_{x}}} \leq \xi(\mathbf{X}) \leq 1$. (c) holds because from the definition of $S_{1}$ in (37) and the choice of $\gamma$ in (39), we have

$$
\begin{equation*}
\frac{C_{1} \rho^{2}}{f(\mathbf{x}) c_{d_{x}}} \leq \frac{C_{1} a_{N}^{2}}{f(\mathbf{x}) c_{d_{x}}}=\frac{C_{1} A^{2} N^{-2 \beta}}{f(\mathbf{x}) c_{d_{x}}} \leq \frac{1}{2} \tag{44}
\end{equation*}
$$

for $\mathbf{x} \in S_{1}$. Hence, we have $\xi(\mathbf{X}) \geq 1 / 2$.
3) Bound of $I_{3}$ :

$$
\begin{align*}
& I_{3}=\mathbb{E}\left[\ln \left(\frac{P(B(\mathbf{X}, \epsilon))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right] \\
& =\mathbb{E}\left[\ln (P(B(\mathbf{X}, \epsilon))) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right]-\mathbb{E}\left[\ln (f(\mathbf{X})) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right] \\
& \quad-\mathbb{E}\left[\ln \left(c_{d_{x}} \rho^{d_{x}}\right) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right] . \tag{45}
\end{align*}
$$

The first term of (45) can be bounded using (36).

$$
\begin{align*}
& \mathbb{E}\left[\ln (P(B(\mathbf{X}, \epsilon))) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right] \\
& =\mathbb{E}\left[\ln (P(B(\mathbf{X}, \epsilon))) \mid \mathbf{X} \in S_{2}\right] P\left(\mathbf{X} \in S_{2}\right) \\
& =(\psi(k)-\psi(N)) P\left(\mathbf{X} \in S_{2}\right) \\
& =-\mathcal{O}\left(N^{-\gamma} \ln N\right), \tag{46}
\end{align*}
$$

in which the second step holds because according to (36, $\mathbb{E}[\ln P(B(\mathbf{x}, \epsilon)) \mid \mathbf{x}]=\psi(k)-\psi(N)$ for any $\mathbf{x}$.

For the second term of 45, we define a random variable $T=f(\mathbf{X})$, with cdf $F_{T}$, and a constant $T_{0}=\frac{\lambda C_{1}}{c_{d_{x}}} A^{2} N^{-\gamma}$. According to (31), $F_{T}(t)=P(f(\mathbf{X}) \leq t) \leq \mu t$, therefore

$$
\begin{align*}
& \left|\mathbb{E}\left[\ln f(\mathbf{X}) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right]\right| \\
& =\left|\mathbb{E}\left[\ln T \mathbf{1}\left(T<T_{0}\right)\right]\right|=\left|\int_{0}^{T_{0}} f_{T}(t) \ln t d r\right| \\
& \left.=\left|\ln r F_{T}(t)\right|_{0}^{T_{0}}-\int_{0}^{T_{0}} F_{T}(t) \frac{1}{t} d t \right\rvert\, \\
& \leq \mu T_{0}\left(\left|\ln T_{0}\right|+1\right)=\mathcal{O}\left(N^{-\gamma} \ln N\right) \tag{47}
\end{align*}
$$

For the third term of 45), recall that $\rho=a_{N}$ if $\epsilon>a_{N}$, then

$$
\begin{align*}
& \mathbb{E}\left[\ln \left(c_{d_{x}} \rho^{d_{x}}\right) \mathbf{1}\left(\mathbf{X} \in S_{2}, \epsilon>a_{N}\right)\right] \\
& =\ln \left(c_{d_{x}} a_{N}^{d_{x}}\right) P\left(\mathbf{X} \in S_{2}, \epsilon>a_{N}\right) \\
& =-\mathcal{O}\left(N^{-\min \left\{1-\beta d_{x}, \frac{2}{d_{x}+2}\right\}} \ln N\right) . \tag{48}
\end{align*}
$$

On the other hand, if $\epsilon \leq a_{N}$, then for $\mathbf{x} \in S_{2}$,

$$
\begin{aligned}
P(B(\mathbf{x}, \rho)) & \leq f(\mathbf{x}) c_{d_{x}} \rho^{d_{x}}+C_{1} \rho^{d_{x}+2} \\
& \leq \lambda C_{1} A^{2} N^{-\gamma} \rho^{d_{x}}+C_{1} \rho^{d_{x}+2} \\
& \leq\left(\lambda C_{1} A^{2} N^{-\gamma}+C_{1} a_{N}^{2}\right) \rho^{d_{x}} \\
& \leq(\lambda+1) C_{1} A^{2} N^{-\gamma} \rho^{d_{x}}
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \mathbb{E}\left[\ln \left(\rho^{d_{x}}\right) \mathbf{1}\left(\mathbf{X} \in S_{2}, \epsilon \leq a_{N}\right)\right] \\
& \geq \mathbb{E}\left[\ln P(B(\mathbf{X}, \rho)) \mathbf{1}\left(\mathbf{X} \in S_{2}, \epsilon \leq a_{N}\right)\right] \\
&-\mathbb{E}\left[\ln \left((\lambda+1) C_{1} A^{2} N^{-\gamma}\right) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right] \\
&= \mathbb{E}\left[\ln P(B(\mathbf{X}, \epsilon)) \mathbf{1}\left(\mathbf{X} \in S_{2}, \epsilon \leq a_{N}\right)\right] \\
&-\ln \left((\lambda+1) C_{1} A^{2} N^{-\gamma}\right) P\left(\mathbf{X} \in S_{2}\right) \\
& \geq \mathbb{E}\left[\ln P(B(\mathbf{X}, \epsilon)) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right] \\
&-\ln \left((\lambda+1) C_{1} A^{2} N^{-\gamma}\right) P\left(\mathbf{X} \in S_{2}\right) \\
&=-\mathcal{O}\left(N^{-\gamma} \ln N\right)-\mathcal{O}\left(N^{-\gamma} \ln N\right) . \tag{49}
\end{align*}
$$

Combine (48) and (49), and note that for sufficiently large $N, \ln \left(c_{d_{x}} \rho^{d_{x}}\right) \mathbf{1}\left(\mathrm{x} \in S_{2}\right) \leq \ln \left(c_{d_{x}} a_{N}^{d}\right) \leq 0$ because $a_{N}=$ $A N^{-\beta} \leq 1$, we have

$$
\begin{equation*}
0 \leq-\mathbb{E}\left[\ln \left(c_{d_{x}} \rho^{d_{x}}\right) \mathbf{1}\left(\mathbf{X} \in S_{2}\right)\right]=\mathcal{O}\left(N^{-\gamma} \ln N\right) \tag{50}
\end{equation*}
$$

Plug (50), 46) and 47) into (45), we have

$$
\begin{equation*}
\left|I_{3}\right|=\mathcal{O}\left(N^{-\gamma} \ln N\right) \tag{51}
\end{equation*}
$$

The bound of bias of KL entropy estimator can be obtained by combining $I_{1}, I_{2}$, and $I_{3}$. Recall that $\gamma$ is defined as $\gamma=\min \left\{2 \beta, 1-\beta d_{x}\right\}$. We can then adjust $\beta$ to optimize the convergence rate:

$$
\begin{align*}
& |\mathbb{E}[\hat{h}(\mathbf{X})-h(\mathbf{X})]| \\
& \leq \quad\left|I_{1}\right|+\left|I_{2}\right|+\left|I_{3}\right|  \tag{52}\\
& = \\
& \quad \mathcal{O}\left(N^{-\left(1-\beta d_{x}\right)} \ln N\right)+\mathcal{O}\left(N^{-2 \beta} \ln N\right)  \tag{53}\\
& \quad+\mathcal{O}\left(N^{-\min \left\{2 \beta, 1-\beta d_{x}\right\}} \ln N\right)
\end{align*}
$$

Select $\beta=1 /\left(d_{x}+2\right)$, then the overall convergence rate of KL estimator is:

$$
\begin{equation*}
|\mathbb{E}[\hat{h}(\mathbf{X})-h(\mathbf{X})]| \leq \mathcal{O}\left(N^{-\frac{2}{d_{x}+2}} \ln N\right) \tag{54}
\end{equation*}
$$

## A. Proof of Lemma 3

In this section, we prove Lemma 3 under tail assumption (a) in Theorem 1 Define a random variable $T=f(\mathbf{X})$, with $\operatorname{cdf} F_{T}$. From Lemma 2, $F_{T}(t) \leq \mu t$ for all $t>0$. Define another random variable $U=F_{T}(T)$. Recall the definition of function $V$. For any $\delta>0$,

$$
\begin{align*}
& F_{T}(t+\delta)-F_{T}(t) \\
& =P(t<f(\mathbf{X}) \leq t+\delta) \\
& =\quad \int_{t<f(\mathbf{X}) \leq t+\delta} f(\mathbf{x}) d \mathbf{x} \in[t(V(t)-V(t+\delta)) \\
& \quad(t+\delta)(V(t)-V(t+\delta))] \tag{55}
\end{align*}
$$

The above equation can be converted to differential form by letting $\delta \rightarrow 0$ :

$$
\begin{equation*}
-t d V(t)=d F_{T}(t) \tag{56}
\end{equation*}
$$

Moreover, $V(\infty)=0$. Therefore

$$
\begin{equation*}
V(t)=\int_{t}^{\infty} \frac{1}{\xi} d F_{T}(\xi)=\int_{F_{T}(t)}^{1} \frac{1}{q_{T}(u)} d u \tag{57}
\end{equation*}
$$

in which $q_{T}$ is the quantile function of $T$, so that $q_{T}\left(F_{t}(t)\right)=t . F_{T}(t) \leq \mu t$ implies $q_{T}(u) \geq u / \mu$. Therefore

$$
\begin{align*}
\int_{F_{T}(t)}^{\mu t} \frac{1}{q_{T}(u)} d u & \leq \int_{F_{T}(t)}^{\mu t} \frac{1}{q_{T}\left(F_{T}(t)\right)} d u \\
& =\frac{1}{t}\left(\mu t-F_{T}(t)\right) \\
& \leq \mu \tag{58}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\mu t}^{1} \frac{1}{q_{T}(u)} d u \leq \int_{\mu t}^{1} \frac{\mu}{u} d u=\mu \ln \frac{1}{\mu t} \tag{59}
\end{equation*}
$$

Combine (58) and (59), the proof is complete.

## B. Proof of Lemma 4

The proof is based on Lemma 2, as well as Assumption (a) in Theorem 1

Proof of (41). Recall that $\gamma=\min \left\{2 \beta, 1-\beta d_{x}\right\}$. For $\mathbf{x} \in$ $S_{1}$,

$$
\begin{align*}
P\left(B\left(\mathbf{x}, a_{N}\right)\right) & \geq f(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}}-C_{1} a_{N}^{d_{x}+2} \\
& \stackrel{(a)}{\geq} \frac{1}{2} f(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}} \tag{60}
\end{align*}
$$

Moreover,

$$
\begin{align*}
\frac{1}{2} f(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}} & \stackrel{(b)}{\geq} \frac{\lambda C_{1}}{2 c_{d_{x}}} A^{2} N^{-\gamma} c_{d_{x}} a_{N}^{d_{x}} \\
& \stackrel{(c)}{\geq}(k+1) N^{-\left(\gamma+\beta d_{x}\right)} \geq \frac{k+1}{N} \tag{61}
\end{align*}
$$

In equations above, (a) comes from (44), (b) comes from the definition of $S_{1}$ in (37), (c) comes from (40).

Given the condition that one of $N$ samples (sample $i$ ) falls at $\mathbf{x}$, the number of points that falls in the ball $B\left(\mathbf{x}, a_{N}\right)$ from the other $(N-1)$ sample points follows binomial distribution $\operatorname{Binomial}\left(N-1, P\left(B\left(\mathbf{x}, a_{N}\right)\right)\right)$. Denote

$$
\begin{equation*}
n\left(\mathbf{x}, a_{N}\right)=\sum_{j \neq i} \mathbf{1}\left(\mathbf{x}(j) \in B\left(\mathbf{x}, a_{N}\right)\right) \tag{62}
\end{equation*}
$$

as the number of points that fall in the ball $B\left(\mathbf{x}, a_{N}\right)$ except point $\mathbf{x}$ itself. Based on Chernoff inequality, for all $\mathrm{x} \in S_{1}$, denote $N^{\prime}=N-1$, then according to 61), if $N>k$, then $N^{\prime} P\left(B\left(\mathbf{x}, a_{N}\right)\right)>k$. Hence

$$
\begin{aligned}
& P\left(\epsilon>a_{N} \mid \mathbf{x}\right) \\
& \left.\leq P\left(n\left(\mathbf{x}, a_{N}\right)<k\right)\right) \\
& \leq e^{-N^{\prime} P\left(B\left(\mathbf{x}, a_{N}\right)\right)}\left(\frac{e N^{\prime} P\left(B\left(\mathbf{x}, a_{N}\right)\right)}{k}\right)^{k} \\
& =\exp \left[-\frac{1}{2} N^{\prime} f(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}}\right]\left(\frac{e N^{\prime}}{2 k} f(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}}\right)^{k}
\end{aligned}
$$

in which the last step comes from (60), and the fact that $e^{-t}(e t / k)^{k}$ is a decreasing function over $t$ if $t>k$. Therefore

$$
\begin{align*}
& P(\epsilon>\left.a_{N}, \mathbf{X} \in S_{1}\right) \\
& \leq \int_{S_{1}} \exp \left[-\frac{1}{2} N^{\prime} f(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}}\right] \\
&\left(\frac{e N^{\prime}}{2 k} f(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}}\right)^{k} f(\mathbf{x}) d \mathbf{x} \\
&= \int_{S_{1}} \exp \left[-\frac{1}{2} f(\mathbf{x}) c_{d_{x}} A^{d_{x}} N^{\prime} N^{-\beta d_{x}}\right] \\
& {\left[\frac{e N^{\prime}}{k} \frac{1}{2} f(\mathbf{x}) c_{d_{x}} A^{d} N^{-\beta d_{x}}\right]^{k} f(\mathbf{x}) d \mathbf{x} } \\
& \stackrel{(a)}{\leq}\left(\frac{e}{k}\right)^{k} \frac{2 K_{k+1}}{c_{d_{x}} A^{d_{x} N^{\prime} N^{-\beta d_{x}}} \leq C_{2} N^{-\left(1-\beta d_{x}\right)}} \tag{63}
\end{align*}
$$

in which (a) uses (32) in Lemma 2, with $m=k+1$ and $b=\frac{1}{2} c_{d_{x}} A^{d} N^{\prime} N^{-\beta d_{x}}$.
Proof of (42):

$$
\begin{align*}
P\left(\epsilon>a_{N}, \mathbf{X} \in S_{2}\right) & \leq P\left(\mathbf{X} \in S_{2}\right) \\
& =P\left(f(\mathbf{X})<\frac{\lambda C_{1}}{c_{d_{x}}} A^{2} N^{-\gamma}\right) \\
& \leq \frac{\lambda \mu C_{1}}{c_{d_{x}}} A^{2} N^{-\gamma}, \tag{64}
\end{align*}
$$

in which we use 31 in Lemma 2 for the last step.
Based on (63) and (64), as well as the definition of $\gamma$ in (39), we have

$$
P\left(\epsilon>a_{N}\right) \leq C_{3} N^{-\min \left\{1-\beta d_{x}, 2 \beta\right\}}
$$

for some constant $C_{3}$.

## ApPENDIX B

## Proof of Proposition 1

In this section, we prove that there exist distributions that satisfy Assumptions (a), (b) in Theorem 1, such that the original KL estimator without truncation is not consistent. We will construct two distributions whose entropy are the same, but the difference of the expectation of the estimated result using original KL estimator does not converge to zero. For simplicity, we first discuss the case of $k=1$ and $d=1$.

To begin with, we pick an arbitrary function $g$ that satisfies the following conditions:
(1) $g(x)$ is supported on $[-1 / 2,1 / 2]$, i.e. $g(x)=0$ for $x \notin[-1 / 2,1 / 2]$;
(2) $\left|g^{\prime \prime}(x)\right| \leq M, \forall x \in \mathbb{R}$, in which $M$ is the constant in Assumption (a) of Theorem 1.
(3)

$$
\begin{equation*}
\int_{-\frac{1}{2}}^{\frac{1}{2}} g(x) d x=\frac{90}{\pi^{4}} \tag{65}
\end{equation*}
$$

(4) $g(x) \geq 0$ everywhere.

Let $X_{1}$ be a random variable with pdf

$$
\begin{equation*}
f_{1}(x)=\sum_{j=1}^{\infty} \frac{1}{\lambda_{j}^{2}} g\left(\lambda_{j}\left(x-a_{j}\right)\right) \tag{66}
\end{equation*}
$$

in which $j \in \mathbb{N}_{+}$,

$$
\begin{equation*}
a_{n}=\sum_{j=1}^{n-1} \frac{2}{\lambda_{j}}+\frac{1}{\lambda_{n}} \tag{67}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{j}=j^{\frac{4}{3}} \tag{68}
\end{equation*}
$$

The choice of $a_{n}$ here guarantees that regions $S_{j}:=$ $\left(a_{j}-1 /\left(2 \lambda_{j}\right), a_{j}+1 /\left(2 \lambda_{j}\right)\right)$ for $j=1, \ldots, n$ are mutually disjoint. Using (65) and (68), it is easy to check that $f_{1}$ is
a valid pdf. We now verify that it satisfies assumptions (a) and (b) in Theorem 1

For (a), we need to show that $f_{1}^{\prime \prime}(x) \leq M$. With the selection rule of $a_{n}$ specified in 67), $g\left(\lambda_{j}\left(x-a_{j}\right)\right)$ can be non-zero only for one $j$. As a result, for any $x$, there exist $j \in \mathbb{N}_{+}$such that

$$
\begin{aligned}
\left|f_{1}^{\prime \prime}(x)\right| & =\left|\frac{1}{\lambda_{j}^{2}} \frac{d^{2}}{d x^{2}} g\left(\lambda_{j}\left(x-a_{j}\right)\right)\right| \\
& =\left|g^{\prime \prime}\left(\lambda_{j}\left(x-a_{j}\right)\right)\right| \leq M
\end{aligned}
$$

Therefore Assumption (a) in Theorem 1 holds.
For (b), we need to show that there is a constant $C$ such that

$$
\int f_{1}(x) e^{-b f_{1}(x)} d x \leq C / b
$$

Note that $g(x) e^{-b g(x)} \leq \frac{1}{e b}$, with equality when $g(x)=1 / b$. Recall that $g$ is supported at $[-1 / 2,1 / 2]$, thus

$$
\int_{-\infty}^{\infty} g(x) e^{-b g(x)} d x \leq \frac{1}{e b}
$$

From (66), for any $x \in \mathbb{R}, g\left(\lambda_{j}\left(x-a_{j}\right)\right)$ is nonzero only for one $j$. With this observation, we have

$$
\begin{aligned}
& \int f_{1}(x) e^{-b f_{1}(x)} d x \\
& =\sum_{j=1}^{\infty} \int \frac{1}{\lambda_{j}^{2}} g\left(\lambda_{j}\left(x-a_{j}\right)\right) \exp \left[-b \frac{1}{\lambda_{j}^{2}} g\left(\lambda_{j}\left(x-a_{j}\right)\right)\right] d x \\
& =\sum_{j=1}^{\infty} \frac{1}{\lambda_{j}^{3}} \int g(t) \exp \left[-\frac{b}{\lambda_{j}^{2}} g(t)\right] d t \\
& \leq \sum_{j=1}^{\infty} \frac{1}{\lambda_{j}^{3}} \frac{\lambda_{j}^{2}}{e b}=\frac{1}{e b} \sum_{j=1}^{\infty} j^{-\frac{4}{3}} .
\end{aligned}
$$

Since $\sum_{j=1}^{\infty} j^{-\frac{4}{3}}<\infty$, there exists a constant $C$, such that

$$
\int f_{1}(x) e^{-b f_{1}(x)} d x \leq C b^{-1}
$$

Hence Assumption (b) holds.
We then define another random variable $X_{2}$ :

$$
X_{2}=X_{1}+\delta_{j}, \text { if } X_{1} \in S_{j}, j \in \mathbb{N}_{+}
$$

in which $\delta_{j}=2^{j^{4}}$. Then $h\left(X_{2}\right)=h\left(X_{1}\right)$, since the probability mass for $X_{2}$ is just being moved around, but otherwise the distributions are the same.

Now we compare $\hat{h}_{0}\left(X_{2}\right)$ and $\hat{h}_{0}\left(X_{1}\right)$. Here we assume that $X_{11}, \ldots, X_{1 N}$ are $N$ samples generated from $f_{1}(x)$, and $X_{21}, \ldots, X_{2 N}$ are generated by $X_{2}=X_{1}+$ $\sum_{j=1}^{\infty} \delta_{j} \mathbf{1}\left(X_{1 i} \in S_{j}\right)$. Recall the expression of original KL estimator in 11, we have

$$
\hat{h}_{0}\left(X_{2}\right)-\hat{h}_{0}\left(X_{1}\right)=\frac{1}{N} \sum_{i=1}^{N}\left(\ln \epsilon_{2}(i)-\ln \epsilon_{1}(i)\right)
$$

in which $\epsilon_{1}(i)$ and $\epsilon_{2}(i)$ are the $1-\mathrm{NN}$ distances of $X_{1 i}$ among $\left\{X_{11}, \ldots, X_{1 N}\right\} \backslash\left\{X_{1 i}\right\}$, and that of $X_{2 i}$ among $\left\{X_{21}, \ldots, X_{2 N}\right\} \backslash\left\{X_{2 i}\right\}$, respectively.

Note that $\epsilon_{2}(i) \geq \epsilon_{1}(i)$ always holds. As a result, $\hat{h}_{0}\left(X_{2}\right) \geq \hat{h}_{0}\left(X_{1}\right)$. In particular, if $X_{1 i}$ is the unique point in $S_{j}$, then $\epsilon_{2}(i)-\epsilon_{1}(i) \geq \delta_{j}-\delta_{j-1} \geq \delta_{j} / 2$.

Then for any positive integer $m$,

$$
\begin{align*}
& \hat{h}_{0}\left(X_{2}\right)-\hat{h}_{0}\left(X_{1}\right) \\
& \stackrel{(a)}{\geq} \quad \frac{1}{N} \sum_{i=1}^{N}\left[\ln \frac{\epsilon_{2}(i)}{\epsilon_{1}(i)} \mathbf{1}\left(X_{1 i} \in S_{m}, n_{m}=1\right)\right] \\
& \geq \frac{1}{N} \sum_{i=1}^{N}\left[\ln \left(1+\frac{\delta_{m}}{2 \epsilon_{1}(i)}\right) \mathbf{1}\left(X_{1 i} \in S_{m}, n_{m}=1\right)\right] \\
& \stackrel{(b)}{\geq} \frac{1}{N} \sum_{i=1}^{N}\left[\ln \left(1+\frac{\delta_{m}}{2 L}\right) \mathbf{1}\left(X_{1 i} \in S_{m}, n_{m}=1\right)\right] \\
& =\frac{1}{N} \ln \left(1+\frac{\delta_{m}}{2 L}\right) \mathbf{1}\left(n_{m}=1\right) \tag{69}
\end{align*}
$$

In (a), $n_{m}=\sum_{k=1}^{N} \mathbf{1}\left(X_{1 k} \in S_{m}\right)$ is the number of samples in $S_{m}$. In (b), we define $L=\lim _{n \rightarrow \infty} a_{n}$, which is finite according to the definition of $a_{n}$ in 67), thus $\epsilon_{1}(i) \leq L$. Then

$$
\begin{align*}
& \mathbb{E}\left[\hat{h}_{0}\left(X_{2}\right)\right]-\mathbb{E}\left[\hat{h}_{0}\left(X_{1}\right)\right] \\
& \quad \geq \frac{1}{N} \ln \left(1+\frac{\delta_{m}}{2 L}\right) P\left(n_{m}=1\right) \tag{70}
\end{align*}
$$

Define $p_{m}$ as the probability mass of set $S_{m}$, then

$$
\begin{aligned}
p_{m} & =\int_{a_{m}-\lambda_{m}}^{a_{m}+\lambda_{m}} f_{1}(x) d x \\
& =\int_{a_{m}-\lambda_{m}}^{a_{m}+\lambda_{m}} \frac{1}{\lambda_{m}^{2}} g\left(\lambda_{m}\left(x-a_{m}\right)\right) d x \\
& =\int \frac{1}{\lambda_{m}^{3}} g(t) d t=\frac{90}{\pi^{4} m^{4}} .
\end{aligned}
$$

Let

$$
m=\left[\left(\frac{90 N}{\pi^{4}}\right)^{\frac{1}{4}}\right]
$$

then $N p_{m} \rightarrow 1$ as $N \rightarrow \infty$, thus

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} P\left(n_{m}=1\right) \\
& \quad=\lim _{N \rightarrow \infty} N p_{m}\left(1-p_{m}\right)^{N-1} \\
& \quad=\lim _{N \rightarrow \infty} N p_{m} \lim _{N \rightarrow \infty}\left(1-p_{m}\right)^{N-1}=e^{-1}
\end{aligned}
$$

Since we have assumed that $\delta_{m}=2^{m^{4}}$, from (70), we know that

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\hat{h}_{0}\left(X_{2}\right)\right]-\mathbb{E}\left[\hat{h}_{0}\left(X_{1}\right)\right] \neq 0
$$

However, the real entropy are equal, i.e. $h\left(X_{2}\right)=h\left(X_{1}\right)$. Therefore for at least one pdf out of $f_{1}$ and $f_{2}$, the original KL estimator is not consistent.

The above result can be generalized to any fixed $k$. For any fixed $k, \epsilon_{2}(i) \geq \epsilon_{1}(i)$ always holds, and $\epsilon_{2}(i)-\epsilon_{1}(i) \geq \delta_{j}$ if there are less than or equal to $k$ points in $S_{j}$. We can then follow similar steps above to obtain the same result.

## Appendix C <br> Proof of Theorem 2; the variance of KL entropy ESTIMATOR

In this section, we prove Theorem 2 under Assumptions (c) and (d). Recall that in (2), $\rho(i)=\min \left\{a_{N}, \epsilon(i)\right\}, i=$ $1, \ldots, N$, in which $\epsilon(i)$ is the distance between $\mathbf{x}(i)$ and its $k$-th nearest neighbor. In order to obtain a bound of the variance of KL entropy estimator, we let $x^{\prime}(1)$ be a sample that is independent of $\mathbf{x}(1), \ldots, \mathbf{x}(N)$ and is generated using the same underlying pdf. Denote $\rho^{\prime}(i)=$ $\min \left\{a_{N}, \epsilon^{\prime}(i)\right\}, i=1, \ldots, N$, in which $\epsilon^{\prime}(i)$ is the $k$-th nearest neighbor distances based on $\mathbf{x}^{\prime}(1), \mathbf{x}(2), \ldots, \mathbf{x}(N)$, i.e. the first sample is replaced by another i.i.d sample, while other samples remain the same. Furthermore, denote $\rho^{\prime \prime}(i)=\min \left\{a_{N}, \epsilon^{\prime \prime}(i)\right\}, i=2, \ldots, N$, in which $\epsilon^{\prime \prime}(i)$ is the nearest neighbor distances based on $\mathbf{x}(2), \ldots, \mathbf{x}(N)$. Then denote

$$
\hat{h}^{\prime}(\mathbf{X})=-\psi(k)+\psi(N)+\ln c_{d_{x}}+\frac{d_{x}}{N} \sum_{i=1}^{N} \ln \rho^{\prime}(i)
$$

which is the KL estimator based on $\mathbf{x}^{\prime}(1), \mathbf{x}(2), \ldots, \mathbf{x}(N)$. Then according to Efron-Stein inequality,

$$
\begin{aligned}
& \operatorname{Var}[\hat{h}(\mathbf{X})] \\
& \leq \frac{N}{2} \mathbb{E}\left[\left(\hat{h}-\hat{h}^{\prime}\right)^{2}\right] \\
& =\frac{N}{2} \mathbb{E}\left[\left(\frac{d_{x}}{N} \sum_{i=1}^{N} \ln \rho(i)-\frac{d_{x}}{N} \sum_{i=1}^{N} \ln \rho^{\prime}(i)\right)^{2}\right]
\end{aligned}
$$

Denote

$$
\begin{gathered}
U(i)=\ln \left(N(\rho(i))^{d_{x}} c_{d_{x}}\right), i=1, \ldots, N \\
U^{\prime}(i)=\ln \left(N\left(\rho^{\prime}(i)\right)^{d_{x}} c_{d_{x}}\right), i=1, \ldots, N \\
U^{\prime \prime}(i)=\ln \left(N\left(\rho^{\prime \prime}(i)\right)^{d_{x}} c_{d_{x}}\right), i=2, \ldots, N
\end{gathered}
$$

then

$$
\begin{aligned}
& \begin{aligned}
& \operatorname{Var}[\hat{h}(\mathbf{X})] \\
& \leq \frac{N}{2} \mathbb{E}\left[\frac { 1 } { N ^ { 2 } } \left(\sum_{i=1}^{N} U(i)-\sum_{i=2}^{N} U^{\prime \prime}(i)+\sum_{i=2}^{N} U^{\prime \prime}(i)\right.\right. \\
&\left.\left.-\sum_{i=1}^{N} U^{\prime}(i)\right)^{2}\right] \\
& \stackrel{(a)}{\leq} \quad \frac{1}{N} \mathbb{E}\left[\left(\sum_{i=1}^{N} U(i)-\sum_{i=2}^{N} U^{\prime \prime}(i)\right)^{2}\right] \\
&+\frac{1}{N} \mathbb{E}\left[\left(\sum_{i=1}^{N} U^{\prime}(i)-\sum_{i=2}^{N} U^{\prime \prime}(i)\right)^{2}\right] \\
& \text { (b) } \quad \frac{2}{\leq} \mathbb{E}\left[\left(\sum_{i=1}^{N} U(i)-\sum_{i=2}^{N} U^{\prime \prime}(i)\right)^{2}\right]
\end{aligned}
\end{aligned}
$$

in which (a) is based on Cauchy inequality, (b) uses the fact that $\mathbf{x}(1)$ and $\mathbf{x}^{\prime}(1)$ are i.i.d. Note that $\rho(i)$ and $\rho^{\prime \prime}(i)$ are equal if $\mathbf{x}(1)$ is out of the $k$-th nearest neighbor of $\mathbf{x}(i)$. Denote

$$
S=\left\{i \in\{2, \ldots, N\} \mid \rho(i) \neq \rho^{\prime \prime}(i)\right\}
$$

then we use the following lemma:
Lemma 5. (Lemma 20.6 in [27] and Lemma 11 in [25]) If $\|\mathbf{x}(i)-\mathbf{x}(1)\|$ are different for $i=2, \ldots, N$, then

$$
|S| \leq k \gamma_{d_{x}}
$$

in which $\gamma_{d_{x}}$ is the minimum number of cones of angle $\pi / 6$ that cover $\mathbb{R}^{d_{x}}$.

For continuous distribution, $\|\mathbf{x}(i)-\mathbf{x}(1)\|$ are different for different $i$, with probability 1 . As a result, we can claim that $|S| \leq k \gamma_{d_{x}}$ with probability 1 .

$$
\begin{align*}
& \operatorname{Var}[\hat{h}(\mathbf{X})] \\
& \quad \leq \frac{2}{N} \mathbb{E}\left[U(1)+\sum_{i \in S}\left(U(i)-U^{\prime \prime}(i)\right)\right]^{2} \\
& \quad \leq \frac{2}{N}(2|S|+1) \mathbb{E}\left[U^{2}(1)+\sum_{i \in S} U^{2}(i)+\sum_{i \in S}\left(U^{\prime \prime}(i)\right)^{2}\right] \tag{71}
\end{align*}
$$

in which the last inequality is based on Cauchy inequality.

Now we bound the right hand side of 71 .

$$
\begin{aligned}
\mathbb{E}\left[\sum_{i \in S} U^{2}(i)\right] & =\mathbb{E}\left[\sum_{i=2}^{N} U^{2}(i) \mathbf{1}(i \in S)\right] \\
& \stackrel{(a)}{=} \sum_{i=2}^{N} \mathbb{E}\left[U^{2}(i)\right] P(i \in S) \\
& \stackrel{(b)}{=}(N-1) \mathbb{E}\left[U^{2}(1)\right] P(i \in S) \\
& \stackrel{(c)}{\leq} k \mathbb{E}\left[U^{2}(1)\right]
\end{aligned}
$$

In (a), we need to show that $\mathbf{1}(i \in S)$ is independent with $U(i)$. Since $U(i)$ is totally determined by $\rho(i)$, it suffices to show that $P(i \in S \mid \rho(i))=P(i \in S)$ for $i=2, \ldots, N$. For simplicity, we only show that $P(N \in S \mid \rho(N))=P(N \in$ $S)$. For other points $(i=2, \ldots, N-1)$, the proof is similar. We denote $\mathbf{x}^{(j)}(N)$ as the $j$-th nearest neighbor of $\mathbf{x}(N)$. Since $\mathbf{x}(1), \ldots, \mathbf{x}(N)$ are i.i.d, $\mathbf{x}^{(1)}(N), \ldots, \mathbf{x}^{(N-1)}(N)$ are actually a random permutation of $\mathbf{x}(1), \ldots, \mathbf{x}(N-1)$. Denote $\sigma:\{1, \ldots, N-1\} \rightarrow\{1, \ldots, N-1\}$ as the random permutation rule, such that $\mathbf{x}(i)=\mathbf{x}^{(\sigma(i))}(N)$. Also note that

$$
\rho(N)=\min \left\{\left\|\mathbf{x}^{(k)}(N)-\mathbf{x}(N)\right\|, a_{N}\right\}
$$

hence

$$
\begin{align*}
& P(N \in S \mid \rho, \mathbf{x}(N)) \\
& =P\left(\rho(N) \neq \rho^{\prime \prime}(N) \mid \mathbf{x}(N), \mathbf{x}^{(k)}(N)\right) \\
& =\mathbb{E}\left[P \left(\rho(N) \neq \rho^{\prime \prime}(N) \mid\right.\right. \\
& \\
& \left.\left.\quad \mathbf{x}(N), \mathbf{x}^{(1)}(N), \ldots, \mathbf{x}^{(N-1)}(N)\right) \mid \mathbf{x}(N), \mathbf{x}^{(k)}(N)\right] \\
& =\mathbb{E}\left[P(\sigma(1) \in\{1, \ldots, k\}) \mid \mathbf{x}(N), \mathbf{x}^{(k)}(N)\right]  \tag{72}\\
& =\frac{k}{N-1} .
\end{align*}
$$

Find expectation over $\mathbf{X}(N)$, we then get $P(N \in S \mid \rho)=$ $k /(N-1)$, which does not depend on $\rho$. The proof is complete.

In (b), we use the fact that $U(i)$ are identically distributed for all $i$. In (c), we use (72).

We can get similar result for $\mathbb{E}\left[\sum_{i \in S} U^{\prime \prime 2}(i)\right]$. Hence,

$$
\begin{aligned}
& \operatorname{Var}[\hat{h}(\mathbf{X})] \leq \\
& \quad \frac{2}{N}\left(2 k \gamma_{d_{x}}+1\right)\left[(k+1) \mathbb{E}\left[U^{2}(1)\right]+k \mathbb{E}\left[U^{\prime \prime 2}(1)\right]\right]
\end{aligned}
$$

Now it remains to bound $\mathbb{E}\left[U^{2}(1)\right]$ and $\mathbb{E}\left[U^{\prime \prime 2}(1)\right]$. From now on, we omit the index for convenience. According to
the definition of $U$ in 71,

$$
\begin{aligned}
& \mathbb{E}\left[U^{2}\right] \\
& \quad=\mathbb{E}\left[\left(\ln N \rho^{d_{x}} c_{d_{x}}\right)^{2}\right] \\
& = \\
& \quad \mathbb{E}\left[\left(\ln (N P(B(\mathbf{X}, \epsilon)))-\ln \frac{P(B(\mathbf{X}, \epsilon))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}-\ln f(\mathbf{X})\right)^{2}\right] \\
& \leq 3\left[\mathbb{E}\left[(\ln (N P(B(\mathbf{X}, \epsilon))))^{2}\right]\right. \\
& \left.\quad+\mathbb{E}\left[\left(\ln \frac{P(B(\mathbf{X}, \epsilon))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)^{2}\right]+\mathbb{E}\left[(\ln f(\mathbf{X}))^{2}\right]\right]
\end{aligned}
$$

We have the following lemma:
Lemma 6. The following equation holds generally, without any assumptions:

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}\left[(\ln N P(B(\mathbf{X}, \epsilon)))^{2}\right]=\psi^{\prime}(k)+\psi^{2}(k) \tag{73}
\end{equation*}
$$

Lemma 7. Under assumption (c) and (d) in Theorem 2 with $0<\beta<1 / d_{x}$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\ln \frac{P(B(\mathbf{X}, \epsilon))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)^{2}\right]=0 \tag{74}
\end{equation*}
$$

Proof. Please see Appendix C-A for the proof of Lemma 6 and Appendix C-B for the proof of Lemma 7

With these two lemmas, we can bound $\mathbb{E}\left[U^{2}\right]$. Similar result holds for $\mathbb{E}\left[U^{\prime \prime 2}\right]$. Therefore according to 73 ,

$$
\begin{aligned}
\lim _{N \rightarrow \infty} N \operatorname{Var}[\hat{h}(\mathbf{X})] \leq & 6\left(2 k \gamma_{d_{x}}+1\right)(2 k+1)\left[\psi^{\prime}(k)\right. \\
& \left.+\psi^{2}(k)+\int f(\mathbf{x})(\ln f(\mathbf{x}))^{2} d \mathbf{x}\right]
\end{aligned}
$$

According to Assumption (d), $\int f(\mathbf{x})(\ln f(\mathbf{x}))^{2} d \mathbf{x}<\infty$. Therefore the right hand side is a constant, hence

$$
\operatorname{Var}[\hat{h}(\mathbf{X})]=\mathcal{O}\left(N^{-1}\right)
$$

## A. Proof of Lemma 6

Define $V=N P(B(\mathbf{X}, \epsilon))$. Since $P(B(\mathbf{x}, \epsilon))$ is equal in distribution to the $k$-th order statistics of uniform distribution for any $\mathbf{x}$, we can derive the pdf of $V$ when the sample size is $N$ [33]:

$$
\begin{aligned}
& f_{N}(v)= \\
& \frac{(N-1)!}{(k-1)!(N-k-1)!}\left(\frac{v}{N}\right)^{k-1}\left(1-\frac{v}{N}\right)^{N-k-1} \frac{1}{N} .
\end{aligned}
$$

As a result,

$$
\lim _{N \rightarrow \infty} f_{N}(v)=\frac{v^{k-1}}{(k-1)!} e^{-v}
$$

Therefore

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \mathbb{E}\left[(\ln V)^{2}\right] & =\lim _{N \rightarrow \infty} \int(\ln v)^{2} f_{N}(v) d v \\
& \stackrel{(a)}{=} \int(\ln v)^{2} \lim _{N \rightarrow \infty} f_{N}(v) d v \\
& =\int(\ln v)^{2} \frac{v^{k-1}}{(k-1)!} e^{-v} d v \\
& =\frac{\Gamma^{\prime \prime}(k)}{\Gamma(k)} \stackrel{(b)}{=} \psi^{\prime}(k)+\psi^{2}(k)
\end{aligned}
$$

In (a), we exchange the order of integration and limit based on Lebesgue dominated convergence theorem. Note that

$$
\begin{aligned}
f_{N}(v) & \leq \frac{v^{k-1}}{(k-1)!}\left(1-\frac{v}{N}\right)^{N-k-1} \\
& \leq \frac{v^{k-1}}{(k-1)!} \exp \left[-v \frac{N-k-1}{N}\right]
\end{aligned}
$$

thus for sufficiently large $N, f_{N}(v) \leq g(v)$, in which

$$
g(v)=\frac{v^{k-1}}{(k-1)!} \exp \left[-\frac{1}{2} v\right] .
$$

Obviously $\int(\ln v)^{2} g(v) d v<\infty$. Therefore the condition of Lebesgue dominated convergence theorem is satisfied.
In (b), we use the definition of digamma function $\psi(t)=$ $\frac{\Gamma^{\prime}(t)}{\Gamma(t)}$. The proof is complete.

## B. Proof of Lemma 7

The proof is based on Assumptions (c) and (d) in Theorem 2, using monotone convergence theorem. We begin with Cauchy's inequality:

$$
\begin{aligned}
& \mathbb{E}\left[\left(\ln \frac{P(B(\mathbf{X}, \epsilon))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)^{2}\right] \leq \\
& \quad 2 \mathbb{E}\left[\left(\ln \frac{P(B(\mathbf{X}, \rho))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)^{2}\right]+2 \mathbb{E}\left[\left(\ln \frac{P(B(\mathbf{X}, \epsilon))}{P(B(\mathbf{X}, \rho))}\right)^{2}\right]
\end{aligned}
$$

Therefore it suffices to prove

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\ln \frac{P(B(\mathbf{X}, \rho))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)^{2}\right]=0 \tag{75}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\ln \frac{P(B(\mathbf{X}, \epsilon))}{P(B(\mathbf{X}, \rho))}\right)^{2}\right]=0 \tag{76}
\end{equation*}
$$

We define the following two functions:

$$
\begin{aligned}
g_{N}(\mathbf{x}) & =\inf \left\{\tilde{f}(\mathbf{x}, r) \mid r \leq a_{N}\right\} \\
h_{N}(\mathbf{x}) & =\sup \left\{\tilde{f}(\mathbf{x}, r) \mid r \leq a_{N}\right\}
\end{aligned}
$$

in which $\|\cdot\|$ is the same norm used in the KL estimator. For sufficiently large $N, a_{N}<r_{0}$. According to
assumption (c),(d) in Theorem 2 $\mathbb{E}\left[\left(\ln g_{N}(\mathbf{x})\right)^{2}\right]<\infty$ and $\mathbb{E}\left[\left(\ln h_{N}(\mathbf{x}, r)\right)^{2}\right]<\infty$.
Proof of 75): Since $\rho \leq a_{N}$, we know that

$$
g_{N}(\mathbf{x}) \leq \inf \left\{f\left(\mathbf{x}^{\prime}\right) \mid\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\| \leq \rho\right\} \leq h_{N}(\mathbf{x})
$$

hence for any $\mathbf{x}$ with $f(\mathbf{x})>0$,

$$
\frac{g_{N}(\mathbf{x})}{f(\mathbf{x})} \leq \frac{P(B(\mathbf{x}, \rho))}{f(\mathbf{x}) c_{d_{x}} \rho^{d_{x}}} \leq \frac{h_{N}(\mathbf{x})}{f(\mathbf{x})}
$$

Therefore

$$
\begin{aligned}
\mathbb{E} & {\left[\left(\ln \frac{P(B(\mathbf{X}, \rho))}{f(\mathbf{X}) c_{d_{x}} \rho^{d_{x}}}\right)^{2}\right] } \\
& \leq \mathbb{E}\left[\max \left\{\left(\ln \frac{g_{N}(\mathbf{X})}{f(\mathbf{X})}\right)^{2},\left(\ln \frac{h_{N}(\mathbf{X})}{f(\mathbf{X})}\right)^{2}\right\}\right] \\
& \leq \mathbb{E}\left[\left(\ln \frac{g_{N}(\mathbf{X})}{f(\mathbf{X})}\right)^{2}+\left(\ln \frac{h_{N}(\mathbf{X})}{f(\mathbf{X})}\right)^{2}\right] \\
& \rightarrow 0 \text { as } N \rightarrow \infty
\end{aligned}
$$

in which the last step holds, because according to assumption (c), (d) in Theorem 2, $f$ is continuous, thus both $g_{N}(\mathbf{x})$ and $h_{N}(\mathbf{x})$ converges to $f(\mathbf{x})$. Moreover, $\mathbb{E}\left[\left(\ln g_{N}(\mathbf{x})\right)^{2}\right] \leq \infty$ and $\mathbb{E}\left[\left(\ln h_{N}(\mathbf{x})\right)^{2}\right] \leq \infty$. Therefore we can use monotone convergence theorem.
Proof of (76): To prove (76), we need the following lemma.
Lemma 8. Under Assumptions (c) and (d) in Theorem 2 with $0<\beta<1 / d_{x}$, there exist two finite positive constants $C_{1}$ and $C_{2}$, such that

$$
\begin{equation*}
\mathbb{E}\left[\left.\left(\ln \frac{P(B(\mathbf{x}, \epsilon))}{P(B(\mathbf{x}, \rho))}\right)^{2} \right\rvert\, \mathbf{x}\right] \leq C_{1}+C_{2}\left(\ln g_{N}(\mathbf{x})\right)^{2} \tag{77}
\end{equation*}
$$

Proof.

$$
\begin{align*}
\mathbb{E} & {\left[\left.\left(\ln \frac{P(B(\mathbf{x}, \epsilon))}{P(B(\mathbf{x}, \rho))}\right)^{2} \right\rvert\, \mathbf{x}\right] } \\
& =P\left(\epsilon>a_{N} \mid \mathbf{x}\right) \mathbb{E}\left[\left.\left(\ln \frac{P(B(\mathbf{x}, \epsilon))}{P(B(\mathbf{x}, \rho))}\right)^{2} \right\rvert\, \mathbf{x}, \epsilon>a_{N}\right] \\
& \leq P\left(\epsilon>a_{N} \mid \mathbf{x}\right)\left(\ln P\left(B\left(\mathbf{x}, a_{N}\right)\right)\right)^{2} . \tag{78}
\end{align*}
$$

According to the definition of $g_{N}, P\left(B\left(\mathbf{x}, a_{N}\right)\right) \geq$ $g_{N}(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}}$. For $N \geq 2$, define

$$
\begin{aligned}
u & =(N-1) g_{N}(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}} \\
& \geq \frac{1}{2} N g_{N}(\mathbf{x}) c_{d_{x}} a_{N}^{d_{x}} \\
& =\frac{1}{2} A^{d_{x}} c_{d_{x}} g_{N}(\mathbf{x}) N^{1-\beta d_{x}}
\end{aligned}
$$

Recall that in Theorem 2, we have assumed $\beta<1 / d_{x}$, i.e. $1-\beta d_{x}>0$. Thus

$$
\begin{aligned}
P\left(B\left(\mathbf{x}, a_{N}\right)\right) & \geq g_{N}(\mathbf{x}) c_{d_{x}} N^{-\beta d_{x}} \\
& \geq g_{N}(\mathbf{x}) c_{d_{x}} A^{d_{x}}\left(\frac{2 u}{A^{d_{x}} c_{d_{x}} g_{N}(\mathbf{x})}\right)^{-\frac{\beta d_{x}}{1-\beta d_{x}}} \\
& =C_{3} u^{-\frac{\beta d_{x}}{1-\beta d_{x}}} g_{N}^{\frac{1}{1-\beta d_{x}}}(\mathbf{x}),
\end{aligned}
$$

for some constant $C_{3}$. If $u \leq k$, then

$$
\begin{align*}
\boxed{78} \leq & \left(\ln P\left(B\left(\mathbf{x}, a_{N}\right)\right)\right)^{2} \\
& \leq\left[\ln \left(C_{3} k^{-\frac{\beta d_{x}}{1-\beta d_{x}}} g_{N}^{\frac{1}{1-\beta d_{x}}}(\mathbf{x})\right)\right]^{2} . \tag{79}
\end{align*}
$$

If $u>k$, then according to Chernoff inequality, $P(\epsilon>$ $\left.a_{N} \mid \mathbf{x}\right) \leq(e u / k)^{k} \exp (-u)$. Hence

$$
\begin{align*}
& \text { (78) } \leq\left(\frac{e u}{k}\right)^{k} e^{-u} \\
& \quad\left(\ln C_{3}-\frac{\beta d_{x}}{1-\beta d_{x}} \ln u+\frac{1}{1-\beta d_{x}} \ln g_{N}(\mathbf{x})\right)^{2} \tag{80}
\end{align*}
$$

Consider that $(e u / k)^{k}(\ln u)^{2}$ and $(e u / k)^{k} \ln u$ are bounded function over $u$, there are two universal constants $C_{1}$ and $C_{2}$, such that for both $u \leq k$ and $u>k$,

$$
78 \leq C_{1}+C_{2}\left(\ln g_{N}(\mathbf{x})\right)^{2}
$$

The proof is complete.

We now prove 76]. According to Lemma 8 and Assumption (d), for sufficiently large $N, a_{N}<r_{0}$, thus

$$
\begin{aligned}
& \int \mathbb{E}\left[\left.\left(\ln \frac{P(B(\mathbf{x}, \epsilon))}{P(B(\mathbf{x}, \rho))}\right)^{2} \right\rvert\, \mathbf{x}\right] f(\mathbf{x}) d \mathbf{x} \\
\leq & \int\left(C_{1}+C_{2}\left(\ln g_{N}(\mathbf{x})\right)^{2} f(\mathbf{x}) d \mathbf{x}<\infty\right.
\end{aligned}
$$

According to Lebesgue dominated convergence theorem,

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\ln \frac{P(B(\mathbf{X}, \epsilon))}{P(B(\mathbf{X}, \rho))}\right)^{2}\right] \\
& \quad=\lim _{N \rightarrow \infty} \int \mathbb{E}\left[\left.\left(\ln \frac{P(B(\mathbf{x}, \epsilon))}{P(B(\mathbf{x}, \rho))}\right)^{2} \right\rvert\, \mathbf{x}\right] f(\mathbf{x}) d \mathbf{x} \\
& \quad=\int \lim _{N \rightarrow \infty} \mathbb{E}\left[\left.\left(\ln \frac{P(B(\mathbf{x}, \epsilon))}{P(B(\mathbf{x}, \rho))}\right)^{2} \right\rvert\, \mathbf{x}\right] f(\mathbf{x}) d \mathbf{x}=0
\end{aligned}
$$

in which the last step is because 80 converges to 0 as $u \rightarrow \infty$, which is the same as $N \rightarrow \infty$.

## Appendix D

## Proof of Theorem 3: minimax lower bound of ENTROPY ESTIMATORS

In this section, we prove the minimax lower bound for entropy estimators under Assumptions (a), (b) in Theorem 1 Minimax lower bound for functional estimation is usually calculated using Le Cam's method [36]. Define

$$
R(N)=\inf _{\hat{h}} \sup _{f \in \mathcal{F}_{M, C}} \mathbb{E}\left[(\hat{h}(\mathbf{X})-h(\mathbf{X}))^{2}\right]
$$

In our proof, we show the following two results separately:

$$
\begin{equation*}
R(N) \gtrsim \frac{1}{N} \tag{81}
\end{equation*}
$$

and

$$
\begin{equation*}
R(N) \gtrsim N^{-\frac{4}{d_{x}+2}}(\ln N)^{-\frac{4 d_{x}+4}{d_{x}+2}} \tag{82}
\end{equation*}
$$

## Proof of (81).

(81) is the parametric convergence rate. Let a be an arbitrary vector such that $\|\mathbf{a}\|>2$. We construct two distributions:

$$
\begin{aligned}
f_{1}(\mathbf{x}) & =\frac{2}{3} g(\mathbf{x})+\frac{1}{3} g(\mathbf{x}-\mathbf{a}) \\
f_{2}(\mathbf{x}) & =\frac{2-\delta}{3} g(\mathbf{x})+\frac{1+\delta}{3} g(\mathbf{x}-\mathbf{a})
\end{aligned}
$$

in which $g$ satisfies three conditions:
(G1) $g(\mathbf{x})$ is supported at $B(\mathbf{0}, 1)$, i.e. $g(\mathbf{x})=0$ for $\|\mathbf{x}\|>$ 1;
(G2) The Hessian of $g$ is bounded, i.e. $\left\|\nabla^{2} g\right\|_{o p} \leq M$;
(G3) $\int_{B(\mathbf{0}, 1)} g(\mathbf{x}) d \mathbf{x}=1$.
(G4) $g(\mathrm{x}) \geq 0$ everywhere.
If $M$ is sufficiently large, then such $g$ exists. As a result, $B(\mathbf{0}, 1)$ and $B(\mathbf{a}, 1)$ are disjoint. For these two distributions, we have $\left\|\nabla^{2} f_{1}\right\|_{o p} \leq M$ and $\left\|\nabla^{2} f_{2}\right\|_{o p} \leq M$. Moreover, since $t e^{-b t} \leq 1 /(e b)$ for all $t$, and the volume of the support sets of $f_{1}$ and $f_{2}$ are no more than $2 V(B(\mathbf{0}, 1))=2 c_{d_{x}}$, we have

$$
\int f_{i}(\mathbf{x}) e^{-b f_{i}(\mathbf{x})} d \mathbf{x} \leq \frac{2 c_{d_{x}}}{e b}, i=1,2
$$

Therefore, for sufficiently large $M$ and $C$, we have $f_{1} \in$ $\mathcal{F}_{\mathcal{M}, \mathcal{C}}$ and $f_{2} \in \mathcal{F}_{\mathcal{M}, \mathcal{C}}$. The entropy functionals are

$$
\begin{aligned}
h\left(f_{1}\right) & =h(g)+H\left(\frac{1}{3}\right) \\
h\left(f_{2}\right) & =h(g)+H\left(\frac{1+\delta}{3}\right),
\end{aligned}
$$

in which $H(p)=-p \ln p-(1-p) \ln (1-p)$ is the entropy function for discrete binary random variable.
From Le Cam's lemma [36],

$$
R(N) \geq \frac{1}{4}\left(h\left(f_{1}\right)-h\left(f_{2}\right)\right)^{2} e^{-N D\left(f_{1} \| f_{2}\right)}
$$

Note that $H^{\prime}(p)=\ln ((1-p) / p), H^{\prime}(1 / 3)=\ln 2$, thus there exists an $\delta_{0}$, such that for all $\delta<\delta_{0}$,

$$
h\left(f_{2}\right)-h\left(f_{1}\right) \geq \frac{\ln 2}{2} \delta
$$

In addition,

$$
D\left(f_{1} \| f_{2}\right)=\frac{2}{3} \ln \frac{2}{2-\delta}+\frac{1}{3} \ln \frac{1}{1+\delta} \leq \delta^{2} .
$$

Let $\delta=1 / \sqrt{N}$, then for sufficiently large $N, \delta<\delta_{0}$, we have

$$
R(N) \geq \frac{1}{4}\left(\frac{1}{2} \ln 2\right)^{2} \delta^{2} e^{-1}
$$

thus

$$
R(N) \gtrsim \frac{1}{N}
$$

Proof of 82).
The proof of (82) follows [10] closely. [10] derived the minimax convergence rate of entropy estimation for discrete random variables with large alphabet size. Motivated by the proof in [10], we provide a minimax lower bound for entropy estimation for continuous random variables. The basic idea is to convert the minimax bound of continuous entropy estimation to a discrete one.

In the following proof, we still let $g$ be a function that satisfies condition (G1)-(G3), but $f_{1}$ and $f_{2}$ are defined differently comparing with the proof of (81). The notations in the following proof are basically consistent with those in [10], although some of them are changed to avoid confusion.

To begin with, we define a set $\mathcal{F}_{0}$ :

$$
\begin{gather*}
\mathcal{F}_{0}=\left\{f \left\lvert\, f(\mathbf{x})=(1-\alpha) g(\mathbf{x})+\sum_{i=1}^{m} \frac{u_{i}}{m D^{d_{x}}} g\left(\frac{\mathbf{x}-\mathbf{a}_{i}}{D}\right)\right.,\right. \\
0<\alpha<1, \\
\frac{1}{m} \sum_{i=1}^{m} u_{i}=\alpha, 1<m D^{d_{x}}<C_{1} \\
\left.\frac{u_{i}}{m D^{d_{x}+2}}<1\right\} \tag{83}
\end{gather*}
$$

in which $C_{1}$ is a constant, $\alpha$ and $m$ increase with sample size $N, D$ decreases with $N . \mathbf{a}_{i}, i=1, \ldots, m$ are selected such that $\left\|\mathbf{a}_{i}\right\|>1$ for all $i \in\{1, \ldots, m\}$, and $\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|>$ $D$ for all $i, j \in\{1, \ldots, m\}$. Note that for any $f \in \mathcal{F}_{0}$, $\int f(\mathbf{x}) d \mathbf{x}=1$, therefore $\mathcal{F}_{0}$ can be viewed as a set of pdfs. Moreover, for any $f \in \mathcal{F}_{0}$, we have
$\int f(\mathbf{x}) e^{-b f(\mathbf{x})} d \mathbf{x} \leq \frac{1}{e b}\left(1+m D^{d_{x}}\right) c_{d_{x}} \leq \frac{1+C_{1}}{e b} c_{d_{x}}$.
Therefore, if $C \geq c_{d_{x}}\left(1+C_{1}\right) /(e b), f \in \mathcal{F}_{M, C}$, and thus $\mathcal{F}_{0} \subseteq \mathcal{F}_{M, C}$.

Define

$$
\begin{equation*}
R_{1}(N)=\inf _{\hat{h}} \sup _{f \in \mathcal{F}_{0}} \mathbb{E}\left[(\hat{h}(N)-h(\mathbf{X}))^{2}\right] \tag{84}
\end{equation*}
$$

in which $\hat{h}(N)$ denotes the estimation of $h(\mathbf{X})$ with $N$ samples. Since $\mathcal{F}_{0} \subseteq \mathcal{F}_{M, C}$, we have

$$
\begin{equation*}
R(N) \geq R_{1}(N) \tag{85}
\end{equation*}
$$

To derive a lower bound to $R_{1}(N)$, we still use Le Cam's method [36]. This method requires a bound of the total variation between two distributions, which is hard to calculate directly. To simplify this problem, we use Poisson sampling technique here. Such a method has been used in [10, 16] for the minimax lower bound of entropy estimation for discrete random variables. Define

$$
\begin{equation*}
R_{2}(N)=\inf _{\hat{h}} \sup _{f \in \mathcal{F}_{0}} \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h(\mathbf{X})\right)^{2}\right] \tag{86}
\end{equation*}
$$

in which $N^{\prime} \sim \operatorname{Poi}(N)$. Comparing with the definition of $R_{1}$ in (84), we use $N^{\prime}$ to replace $N$, such that the number of samples is random. $R_{2}(N)$ is easier to calculate than $R_{1}(N)$, because $N^{\prime}$ follows Poisson distribution, hence for any disjoint intervals $I_{1}$ and $I_{2}$, denote $n\left(I_{1}\right), n\left(I_{2}\right)$ as the number of samples falling in $I_{1}$ and $I_{2}$, then both $n\left(I_{1}\right)$ and $n\left(I_{2}\right)$ follows Poisson distribution with parameter $N P\left(I_{1}\right)$ and $N P\left(I_{2}\right)$, respectively. Moreover, $n\left(I_{1}\right)$ and $n\left(I_{2}\right)$ are independent. Such independence significantly simplifies the calculation of total variation distance. However, we need to show that $R_{2}(N)$ is a reasonable approximation to $R_{1}(N)$, so that the convergence rate derived for $R_{2}(N)$ can be used to bound $R_{1}(N)$ too. Intuitively, for large $N, N^{\prime}$ concentrates around $N$, therefore $R_{1}(N)$ and $R_{2}(N)$ converges with the same rate. The formal statement is provided in the following lemma.

## Lemma 9.

$$
\begin{equation*}
R_{1}(N) \geq R_{2}(2 N)-\frac{1}{4}\left(1+\ln C_{1}\right)^{2} e^{-(1-\ln 2) N} \tag{87}
\end{equation*}
$$

Proof. Please see Appendix D-A for detailed proof.
The second term in 87) converges exponentially to zero as $N$ increases, hence we can claim that $R_{1}(N)$ and $R_{2}(N)$ converges with same convergence rate.

Now define $\mathcal{F}_{\epsilon}$, which depends on $\epsilon>0$ :

$$
\begin{align*}
\mathcal{F}_{\epsilon}= & \left\{f \left\lvert\, f(\mathbf{x})=(1-\alpha) g(\mathbf{x})+\sum_{i=1}^{m} \frac{u_{i}}{m D^{d_{x}}} g\left(\frac{\mathbf{x}-\mathbf{a}_{i}}{D}\right)\right.,\right. \\
& \left|\frac{1}{m} \sum_{i=1}^{m} u_{i}-\alpha\right|<\epsilon, 1<m D^{d_{x}}<C_{1} \\
& \left.\frac{u_{i}}{m D^{d_{x}+2}}<1\right\}
\end{align*}
$$

Comparing the definition of $\mathcal{F}_{0}$ in 83, now we allow $\left(\sum_{i=1}^{m} u_{i}\right) / m$ to deviate slightly from $\alpha$. As a result, $f \in$ $\mathcal{F}_{\epsilon}$ is not necessarily a pdf, since it is not normalized. However, we can extend the definition of entropy $h(f)=$
$-\int f(\mathbf{x}) \ln f(\mathbf{x}) d \mathbf{x}$ to an arbitrary function $f$, without the constraint $\int f(\mathbf{x}) d \mathbf{x}=1$. Define

$$
R_{3}(N, \epsilon)=\inf _{\hat{h}} \sup _{f \in \mathcal{F}_{\epsilon}} \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h(f)\right)^{2}\right]
$$

in which $\hat{h}\left(N^{\prime}\right)$ is the estimation of functional $h(f)$ with $N^{\prime}$ samples, $N^{\prime} \sim \operatorname{Poi}\left(N \int f(\mathbf{x}) d \mathbf{x}\right)$. As a result, for any interval $I$, let $n(I)$ be the number of samples in $I$, we have $n(I) \sim \operatorname{Poi}(N P(I))$, in which $P(I)=\int_{I} f(\mathbf{x}) d \mathbf{x}$. For two disjoint intervals $I_{1}$ and $I_{2}, n\left(I_{1}\right)$ and $n\left(I_{2}\right)$ are independent.

Lemma 10. There exists a constant $C_{2}$, such that

$$
\begin{align*}
& R_{2}(N(1-\epsilon)) \geq \\
& \quad \frac{1}{3} R_{3}(N, \epsilon)-\epsilon^{2} C_{2}^{2}-(1+\epsilon)^{2} \ln (1+\epsilon) . \tag{89}
\end{align*}
$$

Proof. Please see Appendix D-B for detailed proof.
This lemma shows that $R_{2}(N)$ and $R_{3}(N)$ have the same convergence rate if $\epsilon$ is carefully selected. With Lemmas 9 and 10 , the problem of finding $R(N)$ can be converted to giving a bound to $R_{3}(N, \epsilon)$. Using Le Cam's method, we can get the following result, which is similar to Lemma 2 in [10].
Lemma 11. Let $U, U^{\prime}$ be two random variables that satisfy the following two conditions:
(1) $U, U^{\prime} \in[0, \lambda]$, in which

$$
\begin{equation*}
\lambda<\min \left\{\frac{m}{e}, m D^{d_{x}+2}\right\} \tag{90}
\end{equation*}
$$

(2) $\mathbb{E}[U]=\mathbb{E}\left[U^{\prime}\right]=\alpha \leq 1$.

Define

$$
\begin{equation*}
\Delta=\left|\mathbb{E}\left[U \ln \frac{1}{U}\right]-\mathbb{E}\left[U^{\prime} \ln \frac{1}{U^{\prime}}\right]\right| . \tag{91}
\end{equation*}
$$

Let $\epsilon=4 \lambda / \sqrt{m}$, then

$$
\begin{align*}
& R_{3}(N, \epsilon) \\
& \geq \frac{\Delta^{2}}{16}\left[\frac{31}{32}-\frac{64 \lambda^{2}\left(\ln \frac{m}{\lambda}\right)^{2}}{m \Delta^{2}}\right. \\
& \quad-m \mathbb{T V}\left(\mathbb{E}\left[\operatorname{Poi}\left(\frac{N U}{m}\right)\right], \mathbb{E}\left[\operatorname{Poi}\left(\frac{N U^{\prime}}{m}\right)\right]\right) \\
& \left.\quad-\frac{16 \lambda^{2}}{m \Delta^{2}}\left(d_{x} \ln D+h(g)\right)^{2}\right] \tag{92}
\end{align*}
$$

in which $\mathbb{T V}$ denotes the total variation distance.
Proof. The proof follows the proof of Lemma 2 in [10] closely, but since we are dealing with continuous distributions, there are several different details. The most important difference is that the bound in [10] holds for all discrete distributions without constraints, while we have to construct two functions $f_{1}, f_{2} \in \mathcal{F}$. We provide the detailed proof in Appendix D-C.

In the following proof, we use some steps from [10] directly.

To use Lemma 11, we construct a particular pairs of ( $U, U^{\prime}$ ). Our construction follows [10]. Given $\eta \in(0,1)$, and any two random variables $X, X^{\prime} \in[\eta, 1]$ that have matching moments to $L$-th order, construct $U$ and $U^{\prime}$ in the following way:

$$
\begin{aligned}
P_{U}(d u) & =\left(1-\mathbb{E}\left[\frac{\eta}{X}\right]\right) \delta_{0}(d u)+\frac{\alpha}{u} P_{\alpha X / \eta}(d u) \\
P_{U^{\prime}}(d u) & =\left(1-\mathbb{E}\left[\frac{\eta}{X^{\prime}}\right]\right) \delta_{0}(d u)+\frac{\alpha}{u} P_{\alpha X^{\prime} / \eta}(d u),
\end{aligned}
$$

in which $\delta_{0}$ denotes the distribution such that if $T \sim \delta_{0}$, then $P(T=0)=1$. Define $\lambda=\alpha / \eta$. These distributions are supported on $[0, \lambda]$. Then from Lemma 4 in [10],

$$
\begin{align*}
& \mathbb{E}\left[U \ln \frac{1}{U}-U^{\prime} \ln \frac{1}{U^{\prime}}\right] \\
& =\alpha\left(\mathbb{E}\left[\ln \frac{1}{X}\right]-\mathbb{E}\left[\ln \frac{1}{X^{\prime}}\right]\right) \tag{93}
\end{align*}
$$

and $\mathbb{E}\left[U^{j}\right]=\mathbb{E}\left[U^{\prime j}\right]$. In particular, $\mathbb{E}[U]=\mathbb{E}\left[U^{\prime}\right]=\alpha$. When $X$ and $X^{\prime}$ are properly selected, according to eq.(34) in [10],

$$
\begin{equation*}
\left|\mathbb{E}\left[\ln \frac{1}{X}\right]-\mathbb{E}\left[\ln \frac{1}{X^{\prime}}\right]\right|=2 \inf _{p \in \mathcal{P}_{L}} \sup _{x \in[\eta, 1]}|\ln x-p(x)|, \tag{94}
\end{equation*}
$$

in which $\mathcal{P}_{L}$ is the set of polynomials with degree $L$.
According to Lemma 5 in [10], there are two constants $c$, $c^{\prime}$, such that for any $L \geq L_{0}$,

$$
\begin{equation*}
\inf _{p \in \mathcal{P}_{L}} \sup _{x \in\left[c L^{-2}, 1\right]}|\ln x-p(x)| \geq c^{\prime} \tag{95}
\end{equation*}
$$

Based on the definition of $\Delta$ in 91, as well as 93), 94, and (95), let $\eta=c L^{-2}$, then

$$
\begin{equation*}
\Delta=2 \alpha c^{\prime} \tag{96}
\end{equation*}
$$

in which $c, c^{\prime}$ are constants in 95.
Recall that we have lower bounded $R_{3}(N, \epsilon)$ in 92 in Lemma 11. To calculate the total variation distance in (92), we use the following lemma.

Lemma 12. ([]0], Lemma 3) Let $V$ and $V^{\prime}$ be random variables on $[0, A]$. If $\mathbb{E}\left[V^{j}\right]=\mathbb{E}\left[V^{\prime j}\right], j=1, \ldots, L$, and $L>2 e M$, then

$$
\begin{equation*}
\mathbb{T V}\left(\mathbb{E}[\operatorname{Poi}(V)], \mathbb{E}\left[\operatorname{Poi}\left(V^{\prime}\right)\right]\right) \leq\left(\frac{2 e A}{L}\right)^{L} \tag{97}
\end{equation*}
$$

Substitute $V, V^{\prime}$ in 97) with $N U / m$ and $N U^{\prime} / m$. Let $A=N \lambda / m$, then recall that $\eta=c L^{2}$,

$$
\begin{aligned}
& \mathbb{T V}\left(\mathbb{E}\left[\operatorname{Poi}\left(\frac{n U}{m}\right)\right], \mathbb{E}\left[\operatorname{Poi}\left(\frac{n U^{\prime}}{m}\right)\right]\right) \\
& \quad \leq\left(\frac{2 e N \lambda}{m L}\right)^{L}=\left(\frac{2 e N \alpha}{m \eta L}\right)^{L}=\left(\frac{2 e N \alpha L}{c m}\right)^{L}
\end{aligned}
$$

Let $L, \alpha$ changes with $m, N$ in the following way:

$$
\begin{align*}
L & =2\lfloor\ln m\rfloor  \tag{98}\\
\alpha & =\frac{c m}{2 e^{2} N L} \tag{99}
\end{align*}
$$

then as long as

$$
\frac{(\ln m)^{4}(\ln N)^{2}}{m} \rightarrow \infty \text { as } N \rightarrow \infty
$$

the second, third and fourth term in the bracket in 92 converges to zero. For the second term,

$$
\begin{aligned}
\frac{\lambda^{2}\left(\ln \frac{m}{\lambda}\right)^{2}}{m \Delta^{2}} & \stackrel{(a)}{=} \frac{\alpha^{2}\left(\ln \frac{m \eta}{\alpha}\right)^{2}}{m\left(2 \alpha c^{\prime}\right)^{2}} \\
& \stackrel{(b)}{=} \frac{\frac{1}{\eta^{2}}\left(\ln \frac{2 e^{2} N}{L}\right)^{2}}{m\left(2 c^{\prime}\right)^{2}} \\
& \sim \frac{(\ln m)^{4}}{m}\left(\left(\ln \frac{N}{\ln m}\right)^{2}+1\right) \\
& \rightarrow 0 \text { as } m \rightarrow \infty
\end{aligned}
$$

Here (a) uses (96) and $\lambda=\alpha / \eta$. (b) comes from 99).
For the third term,

$$
\begin{aligned}
& m \mathbb{T} \mathbb{V}\left(\mathbb{E}\left[\operatorname{Poi}\left(\frac{n U}{m}\right)\right], \mathbb{E}\left[\operatorname{Poi}\left(\frac{n U^{\prime}}{m}\right)\right]\right) \\
= & m e^{-2\lfloor\ln m\rfloor} \rightarrow 0 \text { as } m \rightarrow \infty .
\end{aligned}
$$

In addition, it is straightforward to show that the fourth term in the bracket of 92 also converges to zero. Using these bounds for each term, we have

$$
\begin{equation*}
R_{3}(N, \epsilon) \gtrsim \Delta^{2} \sim \alpha^{2} \sim\left(\frac{m}{N \ln m}\right)^{2} \tag{100}
\end{equation*}
$$

in which $\epsilon=4 \lambda / \sqrt{m}$, according to Lemma 11
Note that $m$ can not be arbitrarily large. According to 88 and (90), we have two constraints: $1<m D^{d_{x}}<C_{1}$ and $\lambda<m D^{d_{x}+2}$. The first constraints yield $m \sim D^{-d_{x}}$. For the second one, we have

$$
\begin{aligned}
\frac{\lambda}{m D^{d_{x}+2}} & =\frac{\alpha}{m D^{d_{x}+2} \eta} \\
& \sim \frac{1}{m D^{d_{x}+2}} \frac{m}{N \ln m}(\ln m)^{2} \\
& =\frac{\ln m}{N D^{d_{x}+2}}
\end{aligned}
$$

Hence we can let $D \sim N^{-\frac{1}{d_{x}+2}}(\ln N)^{\frac{1}{d_{x}+2}}$, and $m \sim$ $D^{-d_{x}} \sim N^{\frac{d_{x}}{d_{x}+2}}(\ln N)^{-\frac{d_{x}}{d_{x}+2}}$, then these two conditions are satisfied, and 100 becomes

$$
R_{3}(N, \epsilon) \gtrsim N^{-\frac{4}{d_{x}+2}} \ln ^{-\frac{4 d_{x}+4}{d_{x}+2}} N
$$

Note that

$$
\epsilon=\frac{4 \lambda}{\sqrt{m}} \sim \frac{\alpha}{\eta \sqrt{m}} \sim \frac{m L^{2}}{N \sqrt{m} \ln m} \sim \frac{\sqrt{m} \ln m}{N}
$$

in which we use $\lambda=\alpha / \eta, \eta=c L^{-2}$, as well as 98 and 99.

From (89), it can be shown that $R_{2}(N)$ converges with the same rate as $R_{3}(N, \epsilon)$. In addition, consider 87) and (85), we get

$$
R(N) \gtrsim N^{-\frac{4}{d_{x}+2}} \ln ^{-\frac{4 d_{x}+4}{d_{x}+2}} N
$$

The proof of 82 is complete.
Combine 81) and 82, we get

$$
R(N) \gtrsim N^{-\frac{4}{d_{x}+2}} \ln ^{-\frac{4 d_{x}+4}{d_{x}+2}} N+\frac{1}{N}
$$

The proof of Theorem 3 is complete.

## A. Proof of Lemma 9

Let $N^{\prime} \sim \operatorname{Poi}(2 N)$, then

$$
\begin{align*}
R_{2}(2 N)= & \inf _{\hat{h}} \sup _{f \in \mathcal{F}_{0}} \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h(\mathbf{X})\right)^{2}\right] \\
\leq & \inf _{\hat{h}} \mathbb{E}\left[\sup _{f \in \mathcal{F}_{0}} \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h(\mathbf{X})\right)^{2} \mid N^{\prime}\right]\right] \\
= & \mathbb{E}\left[\inf _{\hat{h}} \sup _{f \in \mathcal{F}_{0}} \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h(\mathbf{X})\right)^{2} \mid N^{\prime}\right]\right] \\
= & \mathbb{E}\left[R_{1}\left(N^{\prime}\right)\right] \\
= & \mathbb{E}\left[R_{1}\left(N^{\prime}\right) \mid N^{\prime} \geq N\right] P\left(N^{\prime} \geq N\right) \\
& +\mathbb{E}\left[R_{1}\left(N^{\prime}\right) \mid N^{\prime}<N\right] P\left(N^{\prime}<N\right) . \tag{101}
\end{align*}
$$

$R_{1}(N)$ is a non-increasing function of $N$, because if $N_{1}<$ $N_{2}$, given $N_{2}$ samples, one can always randomly use $N_{1}$ samples for entropy estimation, thus $R_{1}\left(N_{2}\right) \leq R_{1}\left(N_{1}\right)$ always holds. Therefore

$$
\begin{equation*}
\mathbb{E}\left[R_{1}\left(N^{\prime}\right) \mid N^{\prime} \geq N\right] \leq R_{1}(N) \tag{102}
\end{equation*}
$$

For the second term in 101, recall that $N^{\prime} \sim \operatorname{Poi}(2 N)$, use Chernoff inequality, we get

$$
\begin{equation*}
P\left(N^{\prime}<N\right) \leq e^{-(1-\ln 2) N} \tag{103}
\end{equation*}
$$

From the definition of $\mathcal{F}_{0}$, we know that

$$
\inf _{f \in \mathcal{F}_{0}} h(f)=h(g)=-\int g(\mathbf{x}) \ln g(\mathbf{x}) d \mathbf{x}
$$

and

$$
\begin{align*}
\sup _{f \in \mathcal{F}_{0}} h(f) & =h(g)+H(\alpha)+\alpha \ln \left(m D^{d_{x}}\right) \\
& \leq h(g)+1+\ln C_{1} \tag{104}
\end{align*}
$$

Therefore for any $N$,

$$
\begin{equation*}
R_{1}(N) \leq \frac{1}{4}\left(1+\ln C_{1}\right)^{2} \tag{105}
\end{equation*}
$$

since we can always let $\hat{h}(N)=\left(\sup _{f \in \mathcal{F}_{0}} h(f)+\inf _{f \in \mathcal{F}_{0}} h(f)\right) / 2$. Based on 102, 103, 105) and 101,

$$
R_{2}(2 N) \leq R_{1}(N)+\frac{1}{4}\left(1+\ln C_{1}\right)^{2} e^{-(1-\ln 2) N}
$$

The proof is complete.

## B. Proof of Lemma 10

For any $f \in \mathcal{F}_{\epsilon}$, which is not necessarily normalized,

$$
\begin{aligned}
h(f)= & -\int f(\mathbf{x}) \ln f(\mathbf{x}) d \mathbf{x} \\
= & \left(\int f(\mathbf{x}) d \mathbf{x}\right) h\left(\frac{f}{\int f(\mathbf{x}) d \mathbf{x}}\right) \\
& -\left(\int f(\mathbf{x}) d \mathbf{x}\right) \ln \int f(\mathbf{x}) d \mathbf{x}
\end{aligned}
$$

Based on the definition of $\mathcal{F}_{\epsilon}$, we have

$$
\left|\int f(\mathbf{x}) d \mathbf{x}-1\right|<\epsilon
$$

For any estimator $\hat{h}$,

$$
\begin{aligned}
& \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h(f)\right)^{2}\right] \\
&= \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-\int f(\mathbf{x}) d \mathbf{x} h\left(\frac{f}{\int f(\mathbf{x}) d \mathbf{x}}\right)\right.\right. \\
&\left.\left.-\int f(\mathbf{x}) d \mathbf{x} \ln \int f(\mathbf{x}) d \mathbf{x}\right)^{2}\right] \\
&= \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h\left(\frac{f}{\int f(\mathbf{x}) d \mathbf{x}}\right)\right.\right. \\
&+\left(1-\int f(\mathbf{x}) d \mathbf{x}\right) h\left(\frac{f}{\int f(\mathbf{x}) d \mathbf{x}}\right) \\
&\left.\left.\quad-\int f(\mathbf{x}) d \mathbf{x} \ln \int f(\mathbf{x}) d \mathbf{x}\right)^{2}\right] \\
& \leq \quad 3 \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h\left(\frac{f}{\int f(\mathbf{x}) d \mathbf{x}}\right)^{2}\right]\right. \\
&+3\left(1-\int f(\mathbf{x}) d \mathbf{x}\right)^{2} h^{2}\left(\frac{f}{\int f(\mathbf{x}) d \mathbf{x}}\right) \\
&+3\left(\int f(\mathbf{x}) d \mathbf{x}\right)^{2}\left(\ln \int f(\mathbf{x}) d \mathbf{x}\right)^{2}
\end{aligned}
$$

in which the last step uses Cauchy inequality. Define $f^{*}=$ $f / \int f(\mathbf{x}) d \mathbf{x}$, then $f^{*}$ is a valid pdf, and we can check
that $f^{*} \in \mathcal{F}_{0}$. Recall that $N^{\prime} \sim \operatorname{Poi}\left(N \int f(\mathbf{x}) d \mathbf{x}\right)$, and $\int f(\mathbf{x}) d \mathbf{x}>1-\epsilon$,

$$
\begin{aligned}
& R_{3}(N, \epsilon) \\
& \quad=\quad \inf _{\hat{h}} \sup _{f \in \mathcal{F}_{\epsilon}} \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h(f)\right)^{2}\right] \\
& \leq \quad 3 \inf _{\hat{h}} \sup _{f^{*} \in \mathcal{F}_{0}} \mathbb{E}\left[\left(\hat{h}\left(N^{\prime}\right)-h\left(f^{*}\right)\right)^{2}\right] \\
& \quad+3 \sup _{f \in \mathcal{F}_{\epsilon}}\left(1-\int f(\mathbf{x}) d \mathbf{x}\right)^{2} h^{2}\left(f^{*}\right) \\
& \quad+3 \sup _{f \in \mathcal{F}_{\epsilon}}\left(\int f(\mathbf{x}) d \mathbf{x}\right)^{2}\left(\ln \int f(\mathbf{x}) d \mathbf{x}\right)^{2} \\
& \quad \leq \quad 3 R_{2}((1-\epsilon) N)+3 \epsilon^{2} C_{2}^{2}+3(1+\epsilon)^{2}(\ln (1+\epsilon))^{2}
\end{aligned}
$$

in which

$$
\begin{equation*}
C_{2}=\sup _{f \in \mathcal{F}_{\epsilon}} h\left(f^{*}\right)=\sup _{f^{*} \in \mathcal{F}_{0}} h\left(f^{*}\right) \leq h(g)+\ln C_{1}+1 \tag{106}
\end{equation*}
$$

with the last step in 106) comes from 104). The proof is complete.

## C. Proof of Lemma 11

Define

$$
\begin{align*}
& f_{1}(\mathbf{x})=(1-\alpha) g(\mathbf{x})+\sum_{i=1}^{m} \frac{U_{i}}{m D^{d_{x}}} g\left(\frac{\mathbf{x}-\mathbf{a}_{i}}{D}\right),  \tag{107}\\
& f_{2}(\mathbf{x})=(1-\alpha) g(\mathbf{x})+\sum_{i=1}^{m} \frac{U_{i}^{\prime}}{m D^{d_{x}}} g\left(\frac{\mathbf{x}-\mathbf{a}_{i}}{D}\right), \tag{108}
\end{align*}
$$

in which $U_{i}, i=1, \ldots, m$ are i.i.d copy of $U$, and $U_{i}^{\prime}$ are corresponding i.i.d copy of $U^{\prime}$.

Since $U_{i} \in[0, \lambda]$ and we have restricted $\lambda$ in (90), so that $U_{i}<m D^{d_{x}+2}$ always holds. Recall the definition of $\mathcal{F}_{\epsilon}$ in (88), $f_{1}, f_{2}$ satisfy all the requirements of $\mathcal{F}_{\epsilon}$ except $\left|\left(\sum_{i=1}^{m} U_{i}\right) / m-\alpha\right|<\epsilon$ and $\left|\left(\sum_{i=1}^{m} U_{i}^{\prime}\right) / m-\alpha\right|<\epsilon$.

Note that now $h\left(f_{1}\right)$ and $h\left(f_{2}\right)$ are both random variables because $U_{i}$ and $U_{i}^{\prime}$ are random. We define the following random events:

$$
\begin{aligned}
E & =\left\{\left|\frac{1}{m} \sum_{i=1}^{m} U_{i}-\alpha\right| \leq \epsilon,\left|h\left(f_{1}\right)-\mathbb{E}\left[h\left(f_{1}\right)\right]\right| \leq \frac{\Delta}{4}\right\}, \\
E^{\prime} & =\left\{\left|\frac{1}{m} \sum_{i=1}^{m} U_{i}^{\prime}-\alpha\right| \leq \epsilon,\left|h\left(f_{2}\right)-\mathbb{E}\left[h\left(f_{2}\right)\right]\right| \leq \frac{\Delta}{4}\right\} .
\end{aligned}
$$

Then by Chebyshev's inequality,

$$
\begin{align*}
P\left(E^{c}\right) \leq & P\left(\left|\frac{1}{m} \sum_{i=1}^{m}-\alpha\right|>\epsilon\right) \\
& +P\left(\left|h\left(f_{1}\right)-\mathbb{E}\left[h\left(f_{1}\right)\right]\right|>\frac{\Delta}{4}\right) \\
\leq & \frac{\operatorname{Var}[U]}{m \epsilon^{2}}+\frac{16}{\Delta^{2}} \operatorname{Var}\left[h\left(f_{1}\right)\right] \tag{109}
\end{align*}
$$

For the first term, recall that we have the constraint $0 \leq$ $U \leq \lambda<m / e$. Hence

$$
\begin{equation*}
\operatorname{Var}[U] \leq \frac{1}{4} \lambda^{2} \tag{110}
\end{equation*}
$$

Moreover, $\epsilon^{2}=16 \lambda^{2} / m$, therefore

$$
\frac{\operatorname{Var}[U]}{m \epsilon^{2}} \leq \frac{\lambda^{2}}{4 m \epsilon^{2}}=\frac{1}{64}
$$

For the second term, note that

$$
\begin{align*}
& h\left(f_{1}\right) \\
& =\quad-\int(1-\alpha) g(\mathbf{x}) \ln [(1-\alpha) g(\mathbf{x})] d \mathbf{x} \\
& -\sum_{i=1}^{m} \int \frac{U_{i}}{m D^{d_{x}}} g\left(\frac{\mathbf{x}-\mathbf{a}_{i}}{D}\right) \ln \left(\frac{U_{i}}{m D^{d_{x}}} g\left(\frac{\mathbf{x}-\mathbf{a}_{i}}{D}\right)\right) d \mathbf{x} \\
& =\quad-\sum_{i=1}^{m} \frac{U_{i}}{m} \ln \frac{U_{i}}{m}-\sum_{i=1}^{m}\left(\ln \frac{1}{D^{d_{x}}}-h(g)\right) \frac{U_{i}}{m} . \tag{111}
\end{align*}
$$

Since $U_{i} \leq \lambda<m / e, U_{i} / m<1 / e$, therefore

$$
\begin{aligned}
\operatorname{Var}\left[\frac{U_{i}}{m} \ln \frac{U_{i}}{m}\right] & \leq \mathbb{E}\left[\left(\frac{U_{i}}{m} \ln \frac{U_{i}}{m}\right)^{2}\right] \\
& <\left(\frac{\lambda}{m} \ln \frac{\lambda}{m}\right)^{2}
\end{aligned}
$$

and

$$
\operatorname{Var}\left[\frac{U_{i}}{m}\right] \leq \frac{\lambda^{2}}{4 m^{2}}
$$

Then using Cauchy inequality,

$$
\begin{align*}
\operatorname{Var}\left[h\left(f_{1}\right)\right] \leq & 2 \operatorname{Var}\left[\sum_{i=1}^{m} \frac{U_{i}}{m} \ln \frac{U_{i}}{m}\right] \\
& +2\left(\ln \frac{1}{D^{d_{x}}}+h(g)\right)^{2} \operatorname{Var}\left[\sum_{i=1}^{m} \frac{U_{i}}{m}\right] \\
\leq & \frac{2 \lambda^{2}}{m}\left(\ln \frac{\lambda}{m}\right)^{2}+2\left(d_{x} \ln D+h(g)\right)^{2} \frac{\lambda^{2}}{4 m} \tag{112}
\end{align*}
$$

Plug (110) and 112 into 109, we get

$$
\begin{aligned}
& P\left(E^{c}\right) \leq \\
& \frac{1}{64}+\frac{32 \lambda^{2}}{m \Delta^{2}}\left(\ln \frac{\lambda}{m}\right)^{2}+\frac{8 \lambda^{2}}{m \Delta^{2}}\left(d_{x} \ln D+h(g)\right)^{2} .
\end{aligned}
$$

The same bound can be proved for $P\left(E^{\prime} c\right)$ :

$$
\begin{aligned}
P\left(E^{\prime} c\right) & \leq \\
& \frac{1}{64}+\frac{32 \lambda^{2}}{m \Delta^{2}}\left(\ln \frac{\lambda}{m}\right)^{2}+\frac{8 \lambda^{2}}{m \Delta^{2}}\left(d_{x} \ln D+h(g)\right)^{2}
\end{aligned}
$$

Construct two prior distributions: $\pi_{1}^{*}$ is the distribution of samples according to $f_{1}$ conditional on $E$, and $\pi_{2}^{*}$ is the distribution of samples according to $f_{2}$ conditional on $E^{\prime}$.

Recall (111, we can get similar result for $h\left(f_{2}\right)$ :
$h\left(f_{2}\right)=-\sum_{i=1}^{m} \frac{U_{i}^{\prime}}{m} \ln \frac{U_{i}^{\prime}}{m}-\sum_{i=1}^{m}\left(\ln \frac{1}{D^{d_{x}}}-h(g)\right) \frac{U_{i}^{\prime}}{m}$.
Consider that $\mathbb{E}[U]=\mathbb{E}\left[U^{\prime}\right]$, we have
$\left|\mathbb{E}\left[h\left(f_{1}\right)\right]-\mathbb{E}\left[h\left(f_{2}\right)\right]\right| \geq\left|\mathbb{E}\left[U \ln \frac{1}{U}\right]-\mathbb{E}\left[U^{\prime} \ln \frac{1}{U^{\prime}}\right]\right| \geq \Delta$.
By the definition of $\pi_{1}^{*}$ and $\pi_{2}^{*}$, as well as the definition of $E$ and $E^{\prime}$, under $\pi_{1}^{*}$ and $\pi_{2}^{*}$,

$$
\left|h\left(f_{1}\right)-h\left(f_{2}\right)\right| \geq \frac{\Delta}{2}
$$

Now calculate the total variation distance between these two distributions. Total variation distance satisfies triangle inequality. Hence

$$
\begin{aligned}
& \mathbb{T V}\left(\pi_{1}^{*}, \pi_{2}^{*}\right) \leq \mathbb{T V}\left(\pi_{1}^{*}, \pi_{1}\right)+\mathbb{T V}\left(\pi_{1}, \pi_{2}\right), \mathbb{T V}\left(\pi_{2}, \pi_{2}^{*}\right) \\
& \leq P\left(E^{c}\right)+\mathbb{T V}\left(\pi_{1}, \pi_{2}\right)+P\left(E^{\prime c}\right) \\
& \leq \mathbb{T V}\left(\pi_{1}, \pi_{2}\right)+\frac{1}{32}+\frac{64 \lambda^{2}}{m \Delta^{2}}\left(\ln \frac{\lambda}{m}\right)^{2} \\
&+\frac{16 \lambda^{2}}{m \Delta^{2}}\left(d_{x} \ln D+h(g)\right)^{2}
\end{aligned}
$$

Now we bound the total variation distance between $\pi_{1}$ and $\pi_{2}$. Recall that $f_{1}$ is constructed in 107). Then

$$
\int_{B\left(\mathbf{a}_{i}, h\right)} f_{1}(\mathbf{x}) d \mathbf{x}=\int \frac{U_{i}}{m D^{d_{x}}} g\left(\frac{\mathbf{x}-\mathbf{a}_{i}}{D}\right) d \mathbf{x}=\frac{U_{i}}{m}
$$

and thus the number of samples in $B\left(\mathbf{a}_{i}, h\right)$ follows Poisson distribution with mean $n U_{i} / m$. Therefore, $\mathbb{T V}\left(\pi_{1}, \pi_{2}\right)$ can be expanded as
$\mathbb{T V}\left(\pi_{1}, \pi_{2}\right) \leq m \mathbb{T} \mathbb{V}\left(\mathbb{E}\left[\operatorname{Poi}\left(\frac{n U}{m}\right)\right], \mathbb{E}\left[\operatorname{Poi}\left(\frac{n U^{\prime}}{m}\right)\right]\right)$.
According to Le Cam's lemma,

$$
\begin{aligned}
& R_{3}(N, \epsilon) \geq \frac{\Delta^{2}}{16}\left[\frac{31}{32}-m \mathbb{T} \mathbb{V}\left(\mathbb{E}\left[\operatorname{Poi}\left(\frac{n U}{m}\right)\right]\right.\right. \\
&\left.\mathbb{E}\left[\operatorname{Poi}\left(\frac{n U^{\prime}}{m}\right)\right]\right)-\frac{64 \lambda^{2}}{m \Delta^{2}}\left(\ln \frac{\lambda}{m}\right)^{2} \\
&\left.-\frac{16 \lambda^{2}}{m \Delta^{2}}\left(d_{x} \ln D+h(g)\right)^{2}\right]
\end{aligned}
$$

The proof of Lemma 11 is complete.

## Appendix E

## Proof of Theorem 4: the bias of KSG mutual INFORMATION ESTIMATOR

In this section, we analyze the convergence rate of the bias of KSG mutual information estimator, under Assumption 1 . In the following proof, constants $C_{1}, C_{2}, \ldots$ are different from those in Appendix A Define $B(\mathbf{z}, r)=\{\mathbf{u} \mid\|\mathbf{u}-\mathbf{z}\|<$ $r\}$. According to Assumption 1, the joint pdf is smooth everywhere. We have the following lemma, whose proof is the same as Lemma 1

Lemma 13. Under Assumption $\square \mid d)$, there exists constant $C_{1}, C_{1}^{\prime}$, so that

$$
\begin{align*}
\mid P(B(\mathbf{z}, r))-f(\mathbf{z}) c_{d_{z}} r^{d_{z}} & \leq C_{1} r^{d_{z}+2}  \tag{113}\\
\left|P\left(B_{X}(\mathbf{x}, r)\right)-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right| & \leq C_{1}^{\prime} r^{d_{x}+2}  \tag{114}\\
\left|P\left(B_{Y}(\mathbf{y}, r)\right)-f(\mathbf{y}) c_{d_{y}} r^{d_{y}}\right| & \leq C_{1}^{\prime} r^{d_{y}+2} \tag{115}
\end{align*}
$$

For KSG estimator, we fix $\beta=2 /\left(d_{z}+2\right)$, therefore the definition of $a_{N}$ in (3) becomes

$$
\begin{equation*}
a_{N}=A N^{-\frac{2}{d_{z}+2}} \tag{116}
\end{equation*}
$$

Recall that the KSG mutual information estimator is $\hat{I}(\mathbf{X} ; \mathbf{Y})=\frac{1}{N} \sum_{i=1}^{N} J(i)$, in which
$J(i)=\psi(N)+\psi(k)-\psi\left(n_{x}(i)+1\right)-\psi\left(n_{y}(i)+1\right)$.
Since $J(i)$ are identically distributed for all $i$, we only need to analyze $|\mathbb{E}[J(i)]-I(\mathbf{X} ; \mathbf{Y})|$ for one $i$. Hence, from now on, we omit $i$ for notation convenience.

We conduct the following decomposition based on $\epsilon$ :

$$
\begin{align*}
&|\mathbb{E}[(J-I(\mathbf{X} ; \mathbf{Y}))]| \\
& \leq\left|\mathbb{E}\left[(J-I(\mathbf{X} ; \mathbf{Y})) \mathbf{1}\left(\epsilon>a_{N}\right)\right]\right| \\
& \quad\left|\mathbb{E}\left[(J-I(\mathbf{X} ; \mathbf{Y})) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right| . \tag{118}
\end{align*}
$$

To bound the first term of (118, note that $n_{x}(i) \geq k$, therefore $J \leq \psi(N)+\psi(k)-2 \psi(k+1)$. According to the property of digamma function, $\psi(N)<\ln N$. Therefore $J<\ln N$. Then

$$
\begin{align*}
& \left|\mathbb{E}\left[(J-I(\mathbf{X} ; \mathbf{Y})) \mathbf{1}\left(\epsilon>a_{N}\right)\right]\right| \\
& \leq \quad(\ln N+I(\mathbf{X} ; \mathbf{Y})) P\left(\epsilon>a_{N}\right) \tag{119}
\end{align*}
$$

$P\left(\epsilon>a_{N}\right)$ can be bounded using Lemma 4 with $\beta=$ $2 /\left(d_{z}+2\right)$. According to (42), we have

$$
\begin{equation*}
P\left(\epsilon>a_{N}\right) \leq C_{2} N^{-\frac{2}{d_{z}+2}} \tag{120}
\end{equation*}
$$

With (120) and 119), we know that

$$
\begin{equation*}
\left|\mathbb{E}\left[(J-I(\mathbf{X} ; \mathbf{Y})) \mathbf{1}\left(\epsilon>a_{N}\right)\right]\right|=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right) \tag{121}
\end{equation*}
$$

To bound the second term of 118, we define $J_{x}, J_{y}, J_{z}$ as

$$
\begin{align*}
J_{z} & =-\psi(k)+\psi(N)+\ln c_{d_{z}}+d_{z} \ln \rho  \tag{122}\\
J_{x} & =-\psi\left(n_{x}+1\right)+\psi(N)+\ln c_{d_{x}}+d_{x} \ln \rho,  \tag{123}\\
J_{y} & =-\psi\left(n_{y}+1\right)+\psi(N)+\ln c_{d_{y}}+d_{y} \ln \rho \tag{124}
\end{align*}
$$

in which $c_{d_{x}}$ is the volume of unit norm ball in the $\mathbf{X}$ space, $c_{d_{y}}$ is for the $\mathbf{Y}$ space, and $c_{d_{z}}$ is for the joint space $\mathbf{Z} . \rho$ is defined in the same way as 29 , i.e. $\rho=\min \left\{\epsilon, a_{N}\right\}$.

Recall the definition of $J$ in (117), we have

$$
J=J_{x}+J_{y}-J_{z}
$$

therefore the second term of 118 can be decomposed as:

$$
\begin{align*}
& \left|\mathbb{E}\left[(J-I(\mathbf{X} ; \mathbf{Y})) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right| \\
& \leq\left|\mathbb{E}\left[\left(J_{z}-h(\mathbf{Z})\right) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right|+\left|\mathbb{E}\left[\left(J_{x}-h(\mathbf{X})\right) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right| \\
& \quad+\left|\mathbb{E}\left[\left(J_{y}-h(\mathbf{Y})\right) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right| \tag{125}
\end{align*}
$$

Intuitively, here we design three truncated estimators for $h(\mathbf{X}), h(\mathbf{Y})$ or $h(\mathbf{Z})$. To give a bound of the first term, we apply the result of Theorem 1 to random variable $\mathbf{Z}$ :

$$
\left|\mathbb{E}\left[J_{z}-h(\mathbf{Z})\right]\right|=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)
$$

In addition, recall that $\rho=a_{N}$ if $\epsilon>a_{N}$, we have

$$
\begin{aligned}
& \left|\mathbb{E}\left[\left(J_{z}-h(\mathbf{Z})\right) \mathbf{1}\left(\epsilon>a_{N}\right)\right]\right| \\
& =\left|-\psi(k)+\psi(N)+\ln c_{d_{z}}+d_{z} \ln a_{N}-h(\mathbf{Z})\right| P\left(\epsilon>a_{N}\right) \\
& =\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right) .
\end{aligned}
$$

Hence using the triangular inequality,

$$
\left|\mathbb{E}\left[\left(J_{z}-h(\mathbf{Z})\right) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right|=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)
$$

The following lemma gives a bound on the second and third term.

Lemma 14. Under Assumption 1 (a)-(e),

$$
\begin{align*}
& \left|\mathbb{E}\left[\left(J_{x}-h(\mathbf{X})\right) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right| \\
& \quad=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{d_{y}}{d_{z}}}\right)  \tag{126}\\
& \left|\mathbb{E}\left[\left(J_{y}-h(\mathbf{Y})\right) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right| \\
& \quad=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{d_{x}}{d_{z}}}\right) \tag{127}
\end{align*}
$$

Proof. Please see Appendix E-A for detailed proof.
Plugging these three bounds in Lemma 14 into (125), we know that

$$
\begin{align*}
& \left|\mathbb{E}\left[(J-I(\mathbf{X} ; \mathbf{Y})) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right| \\
& \quad=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{\min \left\{d_{x}, d_{y}\right\}}{d_{z}}}\right) \tag{128}
\end{align*}
$$

Combining 128 and 121, and recall that $\mathbb{E}[\hat{I}(\mathbf{X} ; \mathbf{Y})]=$ $\mathbb{E}[J]$, we can conclude that

$$
\begin{aligned}
& \mathbb{E}[\hat{I}(\mathbf{X} ; \mathbf{Y})-I(\mathbf{X} ; \mathbf{Y})] \\
& =\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{\min \left\{d_{x}, d_{y}\right\}}{d_{z}}}\right)
\end{aligned}
$$

## A. Proof of Lemma 14

The proof is based on Assumption 1 (126) and 127) can be proved using the similar steps. Here we only prove (126), and omit 127) for brevity.

We decompose the left hand side of 126 as following.

$$
\begin{align*}
\mid \mathbb{E}\left[\left(J_{x}\right.\right. & \left.-h(\mathbf{X})) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right] \mid \\
\leq & \left.\mid \mathbb{E}[(\ln f(\mathbf{X})+h(\mathbf{X}))) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{1}^{X}\right)\right] \\
& +\left|\mathbb{E}\left[\left(J_{x}-h(\mathbf{X})\right) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{2}^{X}\right)\right]\right| \\
& +\left|\mathbb{E}\left[\left(J_{x}+\ln f(\mathbf{X})\right) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{1}^{X}\right)\right]\right|, \tag{129}
\end{align*}
$$

in which $S_{1}^{X}$ is defined as

$$
\begin{equation*}
S_{1}^{X}=\left\{\mathbf{x}| | f(\mathbf{x}) \geq \frac{6 C_{1}^{\prime} A^{2}}{c_{d_{x}}} N^{-\frac{2}{d_{z}+2}}\right\} \tag{130}
\end{equation*}
$$

with $C_{1}^{\prime}$ is the constant in $(114)$, and $S_{2}^{X}=\mathbb{R}^{d_{x}} \backslash S_{1}^{X}$ is the complement set of $S_{1}^{X}$. According to (31),

$$
\begin{equation*}
P\left(\mathbf{X} \in S_{2}^{X}\right) \leq \frac{6 C_{1}^{\prime} A^{2} \mu}{c_{d_{x}}} N^{-\frac{2}{d_{z}+2}} \tag{131}
\end{equation*}
$$

We now analyze these three terms separately.

1) The first term of (129): Intuitively, the first term describes how accurate it is to only estimate the expectation of $\ln f(\mathbf{X})$ when $\epsilon$ is not very large and $\mathbf{x}$ is not in the tail. We decompose this term in the following way:

$$
\begin{aligned}
& \left|\mathbb{E}\left[(\ln f(\mathbf{X})+h(\mathbf{X})) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{1}^{X}\right)\right]\right| \\
& \leq \quad\left|\mathbb{E}\left[(\ln f(\mathbf{X})+h(\mathbf{X})) \mathbf{1}\left(\mathbf{X} \in S_{1}^{X}\right)\right]\right| \\
& \quad+\left|\mathbb{E}\left[(\ln f(\mathbf{X})+h(\mathbf{X})) \mathbf{1}\left(\epsilon>a_{N}, \mathbf{X} \in S_{1}^{X}\right)\right]\right|
\end{aligned}
$$

The first term can be bounded using 47, , with $\gamma=\min \{1-$ $\left.\beta d_{z}, 2 \beta\right\}=2 /\left(d_{z}+2\right)$ :

$$
\begin{align*}
& \left|\mathbb{E}\left[(\ln f(\mathbf{X})+h(\mathbf{X})) \mathbf{1}\left(\mathbf{X} \in S_{1}^{X}\right)\right]\right| \\
& =\mid \mathbb{E}\left[(\ln f(\mathbf{X})+h(\mathbf{X})) \mathbf{1}\left(\mathbf{X} \in S_{2}^{X}\right)\right] \\
& =\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right) \tag{132}
\end{align*}
$$

in which the first step holds because $\mathbb{E}[\ln f(\mathbf{X})+h(\mathbf{X})]=0$.
For the second term, from Assumption (f) and the definition of $S_{1}^{X}$ in 130, we have the following upper and lower bound of $f(\mathbf{x})$ in $S_{1}^{X}$ :

$$
C_{4} N^{-\frac{2}{d_{z}+2}} \leq f(\mathbf{x}) \leq C_{f}
$$

Hence

$$
\begin{align*}
& \left|\mathbb{E}\left[(\ln f(\mathbf{X})+h(\mathbf{X})) \mathbf{1}\left(\epsilon>a_{N}, \mathbf{X} \in S_{1}^{X}\right)\right]\right| \\
& \quad=\mathcal{O}\left(\ln N P\left(\epsilon>a_{N}\right)\right)=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right) \tag{133}
\end{align*}
$$

Combine (132) and 133, we get

$$
\begin{align*}
& \left|\mathbb{E}\left[(\ln f(\mathbf{X})+h(\mathbf{X})) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{1}^{X}\right)\right]\right| \\
& \quad=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right) \tag{134}
\end{align*}
$$

2) The second term of 129): The second term describes the accuracy of estimation in the tail region. Recall that $n_{x} \geq$ $k$, thus

$$
\begin{align*}
& \left|\mathbb{E}\left[\left(J_{x}-h(\mathbf{X})\right) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{2}^{X}\right)\right]\right| \\
& \begin{aligned}
& \leq \quad(\psi(N+1)-\psi(k+1)) P\left(\mathbf{X} \in S_{2}^{X}\right) \\
&+|h(\mathbf{X})| P\left(\mathbf{X} \in S_{2}^{X}\right) \\
&+\left|\mathbb{E}\left[\ln \left(c_{d_{x}} \rho^{d_{x}}\right) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{2}^{X}\right)\right]\right| \\
& \leq \quad(\ln N+|h(\mathbf{X})|) \frac{6 \mu C_{1}^{\prime} A^{2}}{c_{d_{x}}} N^{-\frac{2}{d_{z}+2}} \\
& \quad+\frac{d_{x}}{d_{z}}\left|\mathbb{E}\left[\ln \left(c_{d_{z}} \rho^{d_{z}}\right) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{2}^{X}\right)\right]\right| \\
& \quad+\left|\ln c_{d_{x}}-\frac{d_{x}}{d_{z}} \ln c_{d_{z}}\right| \frac{6 \mu C_{1}^{\prime} A^{2}}{c_{d_{x}}} N^{-\frac{2}{d_{z}+2}}
\end{aligned}
\end{align*}
$$

According to 48) and (49), we use $\gamma=2 /\left(d_{z}+2\right)$, then the second term in 135) is bounded by
$\frac{d_{x}}{d_{z}}\left|\mathbb{E}\left[\ln \left(c_{d_{z}} \rho^{d_{z}}\right) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{X} \in S_{2}^{X}\right)\right]\right|=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)$.
Plugging the equation above into (135), we have
$\left|\mathbb{E}\left[\left(J_{x}-h(\mathbf{X})\right) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{x} \in S_{2}^{X}\right)\right]\right|$
$=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}}\right)$
$=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)$.
3) The third term of (129): The remaining part of this section focuses on the third term. We begin with the following lemmas:

Lemma 15. For $\forall \mathbf{z}(i) \in\left\{\mathbf{z} \mid\left\|H_{f}(\mathbf{z})\right\|_{o p} \leq C_{d}\right\}$, the distribution of $n_{x}(i)$ satisfies $n_{x}(i)-k \sim \operatorname{Binom}(N-k-1, p)$ with $p$ being

$$
\begin{equation*}
p=\frac{P\left(B_{X}(\mathbf{x}, \epsilon)\right)-P\left(B_{Z}(\mathbf{z}, \epsilon)\right)}{1-P\left(B_{Z}(\mathbf{z}, \epsilon)\right)} \tag{137}
\end{equation*}
$$

Proof. We refer to Theorem 8 in [25] for detailed proof.
From 137, we can give an upper and lower bound of $p$ :

$$
\begin{equation*}
P\left(B_{X}(\mathbf{x}, \epsilon)\right)-P\left(B_{Z}(\mathbf{z}, \epsilon)\right) \leq p \leq P\left(B_{X}(\mathbf{x}, \epsilon)\right) \tag{138}
\end{equation*}
$$

Lemma 16. For any $\mathbf{z}$ and $\epsilon$, from $n_{x}-k \sim \operatorname{Binom}(N-$ $k-1, p)$, there exists two constants $a$ and $b$ that depend only on $k$, such that

$$
\begin{equation*}
\left|\mathbb{E}\left[\psi\left(n_{x}+1\right) \mid \mathbf{z}, \epsilon\right]-\ln (p N)\right| \leq \frac{a}{N}+\frac{b}{N p}, \tag{139}
\end{equation*}
$$

in which $p$ is the parameter of the binomial distribution defined in Lemma 15 .
Proof. Please see Appendix E-B for detailed proof.

Lemma 17. Under Assumption 1 (d) and (e), for sufficiently large $N$, for all $\mathbf{x} \in S_{1}^{X}$ and $r<a_{N}$, in which $S_{1}^{X}$ is defined in (130),

$$
\frac{1}{2} f(\mathbf{x}) c_{d_{x}} r^{d_{x}} \leq p \leq \frac{3}{2} f(\mathbf{x}) c_{d_{x}} r^{d_{x}}
$$

in which $p$ is defined in Lemma 15
Proof. To avoid confusion, here we use $f_{Z}(\mathbf{z})$ to denote the pdf of $\mathbf{Z}$.

$$
\begin{aligned}
& \left|p-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right| \\
& \quad \leq\left|p-P\left(B_{X}(\mathbf{x}, r)\right)\right|+\left|P\left(B_{X}(\mathbf{x}, r)\right)-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right| \\
& \quad \leq P(B(\mathbf{z}, r))+C_{1}^{\prime} r^{d_{x}+2} \\
& \quad \leq f_{Z}(\mathbf{z}) c_{d_{z}} r^{d_{z}}+C_{1} r^{d_{z}+2}+C_{1}^{\prime} r^{d_{x}+2}
\end{aligned}
$$

Using this, we have

$$
\begin{align*}
& \frac{\left|p-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right|}{f(\mathbf{x}) c_{d_{x}} r^{d_{x}}} \\
& \quad=\frac{f_{Z}(\mathbf{z})}{f(\mathbf{x})} c_{d_{y}} r^{d_{y}}+\frac{C_{1} r^{d_{x}+2}}{f(\mathbf{x}) c_{d_{x}}}+\frac{C_{1}^{\prime} r^{2}}{f(\mathbf{x}) c_{d_{x}}} \\
& \quad \leq \quad C_{e} c_{d y} a_{N}^{d_{y}}+\frac{C_{1} a_{N}^{d_{x}+2}}{6 C_{1}^{\prime} A^{2} N^{-\frac{2}{d_{z}+2}}}+\frac{C_{1}^{\prime} a_{N}^{2}}{6 C_{1}^{\prime} A^{2} N^{-\frac{2}{d_{z}+2}}} \tag{140}
\end{align*}
$$

in which we use Assumption 1 (e) that gives a bound of the conditional pdf, and the definition of $S_{1}^{X}$ in 130.

Recall the definition of $a_{N}$ in (3), the third term in 140 ) equals $1 / 6$. In addition, the first and second term converges to zero with the increase of $N$. Hence for sufficiently large $N$, these two terms will also be less than $1 / 6$. Then the right hand side of 140 can not exceed $1 / 2$. Therefore Lemma 17 holds.

The third term of 129 can be further expanded as
following

$$
\begin{align*}
& \mid \mathbb{E} {\left[\left(J_{x}+\ln f\left(\mathbf{X}_{1}\right)\right) \mathbf{1}\left(0<\epsilon \leq a_{N}, \mathbf{X}_{1} \in S_{1}\right)\right] \mid } \\
& \stackrel{(a)}{=} \quad \mid \mathbb{E}_{\mathbf{z}} \mathbb{E}_{\epsilon} \mathbb{E}_{n_{x}}\left[\left(-\psi\left(n_{x}+1\right)+\psi(N)+\ln \left(c_{d 1} \rho^{d_{x}}\right)\right.\right. \\
&\left.\left.+\ln f\left(\mathbf{X}_{1}\right)\right) \mathbf{1}\left(0<\epsilon \leq a_{N}, \mathbf{X}_{1} \in S_{1}\right)\right] \mid \\
& \leq \mathbb{E}_{\mathbf{z}} \mathbb{E}_{\epsilon} \mid \mathbb{E}_{n_{x}}\left[\left(-\psi\left(n_{x}+1\right)+\psi(N)+\ln \left(c_{d 1} \rho^{d_{x}}\right)\right.\right. \\
&\left.\left.+\ln f\left(\mathbf{X}_{1}\right)\right) \mathbf{1}\left(0<\epsilon \leq a_{N}, \mathbf{X}_{1} \in S_{1}\right)\right] \mid \\
&= \int_{S_{1}} \int_{0}^{a_{N}} \mid\left(-\mathbb{E}_{n_{x}} \psi\left(n_{x}+1\right)+\psi(N)+\ln \left(c_{d 1} r^{d_{x}}\right)\right. \\
&\left.+\ln f\left(\mathbf{x}_{1}\right)\right) \mid f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& \leq \int_{S_{1}} \int_{0}^{a_{N}} \mid-\ln (p N)+\ln N+\ln \left(c_{d 1} r^{d_{x}}\right) \\
&+\ln f\left(\mathbf{x}_{1}\right) \mid f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
&+\int_{S_{1}} \int_{0}^{a_{N}} \mid\left[-\mathbb{E}_{n_{x}} \psi\left(n_{x}+1\right)+\ln (p N)+\psi(N)\right. \\
&-\ln N \mid f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z}  \tag{141}\\
&(b)\left.\int_{S_{1}} \int_{0}^{a_{N}} \mid-\ln p+\ln f\left(\mathbf{x}_{1}\right) c_{d 1} r^{d_{x}}\right) \mid f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
&+\frac{a+\gamma_{0}}{N}+\int_{S_{1}} \int_{0}^{a_{N}} \frac{b}{N p} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z}, \tag{142}
\end{align*}
$$

in which (a) uses the definition of $J_{x}$ in 123; (b) gives a bound to the second term of 141 using Lemma 16 , as well as the following property of digamma function: $\ln N-\frac{\gamma_{0}}{N} \leq$ $\psi(N)<\ln N$, in which $\gamma_{0}$ is the Euler-Mascheroni constant.

Now we bound the first term in (142), and then bound the third term.
Bound of the first term in 142 :
We need the following two additional lemmas.
Lemma 18. Under Assumption $\mathbb{1}$ e), for sufficiently large $N$ and $r \leq a_{N}$,

$$
\frac{P(B(\mathbf{z}, r))}{p} \leq 2 C_{e} c_{d_{y}} r^{d_{y}}
$$

in which $C_{e}$ is the bound of the conditional pdf in the Assumption 1 (e).
Proof. According to the Assumption 1 (e), the conditional pdf is bounded by $C_{e}$.

$$
\begin{aligned}
P(B(\mathbf{z}, r)) & =\int_{B(\mathbf{z}, r)} f\left(\mathbf{x}^{\prime}\right) f\left(\mathbf{y}^{\prime} \mid \mathbf{x}^{\prime}\right) d \mathbf{y}^{\prime} d \mathbf{x}^{\prime} \\
& =\int_{\max \left\{\left\|\mathbf{x}^{\prime}-\mathbf{x}\right\|,\left\|\mathbf{y}^{\prime}-\mathbf{y}\right\| \leq r\right\}} f\left(\mathbf{x}^{\prime}\right) f\left(\mathbf{y}^{\prime} \mid \mathbf{x}^{\prime}\right) d \mathbf{y}^{\prime} d \mathbf{x}^{\prime} \\
& \leq \int_{\max \left\{\left\|\mathbf{x}^{\prime}-\mathbf{x}\right\|,\left\|\mathbf{y}^{\prime}-\mathbf{y}\right\| \leq r\right\}} f\left(\mathbf{x}^{\prime}\right) C_{e} d \mathbf{y}^{\prime} d \mathbf{x}^{\prime} \\
& \leq C_{e} c_{d_{y}} r^{d_{y}} \int_{\left\|\mathbf{x}^{\prime}-\mathbf{x}\right\| \leq r} f\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \\
& =C_{e} c_{d_{y}} r^{d_{y}} P\left(B_{X}(\mathbf{x}, r)\right)
\end{aligned}
$$

For sufficiently large $N, C_{e} c_{d_{y}} a_{N}^{d_{y}} \leq \frac{1}{2}$, then according to (138),

$$
\begin{aligned}
\frac{P(B(\mathbf{z}, r))}{p} & \leq \frac{P(B(\mathbf{z}, r))}{P\left(B_{X}(\mathbf{x}, r)\right)-P(B(\mathbf{z}, r))} \\
& \leq \frac{C_{e} c_{d_{y}} r^{d_{y}}}{1-C_{e} c_{d_{y}} r^{d_{y}}} \\
& \leq 2 C_{e} c_{d_{y}} r^{d_{y}}
\end{aligned}
$$

The proof of Lemma 18 is complete.

Lemma 19. Under Assumption 1 (a),(c) and (d), for any $d^{\prime}<d_{z}$,

$$
\mathbb{E}\left[\rho^{d^{\prime}}\right]=\mathcal{O}\left(N^{-\frac{d^{\prime}}{d_{z}}}\right)
$$

Proof. Please see Appendix E-C for detailed proof.

With these two lemmas, the first term in 142 can be bounded by:

$$
\begin{aligned}
& \int_{S_{1}^{X}} \int_{0}^{(a)}\left|-\ln p+\ln f(\mathbf{x}) c_{d_{x}} r^{a_{x}}\right| f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& \stackrel{a_{N}}{\leq} \int_{S_{1}^{X}} \int_{0}^{a_{N}}\left|p-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right|\left(\frac{1}{2 p}+\frac{1}{2 f(\mathbf{x}) c_{d_{x}} r^{d_{x}}}\right) \\
& \stackrel{(b)}{\leq} \int_{S_{1}^{X}} \int_{0}^{a_{N}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& \left.\left.\stackrel{(c)}{\leq} \quad \int_{S_{1}^{X}} \int_{0}^{a_{N}} C_{1}^{\prime} r^{2} \frac{3}{2 f(\mathbf{x}) c_{d_{x}}} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}, r)\right)+C_{1}^{\prime} r^{d_{x}+2}\right) \\
& \\
& \quad+\int_{S_{1}^{X}}^{a_{0}} \int_{0}^{a_{N}} P(B(\mathbf{z}, r)) \frac{1}{4 p} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} .
\end{aligned}
$$

For each term, we have

$$
\begin{align*}
& \int_{S_{1}^{X}} \int_{0}^{a_{N}} C_{1}^{\prime} r^{2} \frac{3}{2 f(\mathbf{x}) c_{d_{x}}} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& \leq \int_{S_{1}^{X}} C_{1}^{\prime} a_{N}^{2} \frac{3}{2 f(\mathbf{x}) c_{d_{x}}} f(\mathbf{z}) d \mathbf{z} \\
& =\int_{S_{1}^{X}} C_{1}^{\prime} a_{N}^{2} \frac{3}{2 c_{d_{x}}} d \mathbf{x} \\
& \stackrel{(d)}{=} C_{1}^{\prime} \frac{3}{2 c_{d_{x}}} A^{2} N^{-\frac{2}{d_{z}+2}} m_{X}\left(S_{1}^{X}\right) \\
& \stackrel{(e)}{=} \mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right) \tag{143}
\end{align*}
$$

Furthermore, using Lemma 18

$$
\begin{align*}
& \int_{S_{1}^{X}} \int_{0}^{a_{N}} P(B(\mathbf{z}, r)) \frac{5}{4 p} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& \leq \int_{S_{1}^{X}} \int_{0}^{a_{N}} \frac{5}{2} C_{e} c_{d_{y}} r^{d_{y}} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& \leq \frac{5}{2} C_{e} c_{d_{y}} \mathbb{E}\left[\rho^{d_{y}}\right] \stackrel{(f)}{\leq} \mathcal{O}\left(N^{-\frac{d_{y}}{d_{z}}}\right) \tag{144}
\end{align*}
$$

Here, (a) uses the inequality $|\ln x-\ln y| \leq|x-y|\left|\frac{1}{2 x}+\frac{1}{2 y}\right|$ for $x, y>0$. This inequality comes from logarithmic mean inequality [37]:

$$
\ln x-\ln y \leq \frac{x-y}{\sqrt{x y}} \leq(x-y)\left(\frac{1}{2 x}+\frac{1}{2 y}\right)
$$

(b) uses Lemma 13 and Lemma 15

$$
\begin{aligned}
& \left|p-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right| \\
& \leq\left|p-P\left(B_{X}(\mathbf{x}, r)\right)\right|+\left|P\left(B_{X}(\mathbf{x}, r)\right)-f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right| \\
& \leq P(B(\mathbf{z}, r))+C_{1}^{\prime} r^{d_{x}+2}
\end{aligned}
$$

(c) uses Lemma 17 In (d), $m_{X}\left(S_{1}^{X}\right)$ is the volume of $S_{1}^{X}$. (e) comes from Lemma 3 .

$$
\begin{aligned}
m_{X}\left(S_{1}^{X}\right) & =V\left(\frac{6 C_{1}^{\prime} A^{2}}{c_{d_{x}}} N^{-\frac{2}{d_{z}+2}}\right) \\
& \leq \mu\left(1+\ln \frac{1}{\frac{6 C_{1}^{\prime} \mu A^{2}}{c_{d_{x}}} N^{-\frac{2}{d_{z}+2}}}\right) \\
& =\mathcal{O}(\ln N)
\end{aligned}
$$

(f) comes from Lemma 19

Combine (143) and (144), we have

$$
\begin{align*}
& \int_{S_{1}^{X}} \int_{0}^{a_{N}}\left|-\ln p+\ln \left[f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\right]\right| f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& =\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{d_{y}}{d_{z}}}\right) \tag{145}
\end{align*}
$$

Bound of the third term in 142 .

We bound the third term of 142 using Lemma 18 again.

$$
\begin{align*}
& \int_{S_{1}^{X}} \int_{0}^{a_{N}} \frac{b}{N p} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& \leq \int_{S_{1}^{X}} \int_{0}^{a_{N}} \frac{b}{N P(B(\mathbf{z}, r))} 2 C_{e} c_{d_{y}} r^{d_{y}} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
& \leq \int_{S_{1}^{X}} \int_{0}^{a_{N}} \frac{b}{N P(B(\mathbf{z}, r))} 2 C_{e} c_{d_{y}} r^{d_{y}} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
&+\int_{S_{1}^{X}} \int_{a_{N}}^{\infty} \frac{b}{N P(B(\mathbf{z}, r))} 2 C_{e} c_{d_{y}} a_{N}^{d_{y}} f_{\epsilon \mid \mathbf{z}}(r) f(\mathbf{z}) d r d \mathbf{z} \\
&= \frac{2 C_{e} c_{d_{y}} b}{N} \mathbb{E}\left[\frac{1}{P(B(\mathbf{Z}, \epsilon))} \rho^{d_{y}}\right] \\
& \stackrel{(a)}{\leq} \quad \frac{2 C_{e} c_{d_{y}} b}{N} \mathbb{E}\left[\frac{1}{P(B(\mathbf{Z}, \epsilon))}\right] \mathbb{E}\left[\rho^{d_{y}}\right] \\
& \stackrel{(b)}{=} \mathcal{O}\left(N^{-\frac{d_{y}}{d_{z}}}\right) \tag{146}
\end{align*}
$$

To show (a), we need to prove that $\frac{1}{P\left(B\left(\mathbf{Z}_{,} \epsilon\right)\right)}$ and $\rho^{d_{y}}$ are negatively correlated. According to the law of total covariance,

$$
\begin{align*}
& \operatorname{Cov}\left(\frac{1}{P(B(\mathbf{Z}, \epsilon))}, \rho^{d_{y}}\right) \\
& =\mathbb{E}\left[\operatorname{Cov}\left(\frac{1}{P(B(\mathbf{Z}, \epsilon))}, \rho^{d_{y}} \mid \mathbf{Z}\right)\right] \\
& \quad+\operatorname{Cov}\left(\mathbb{E}\left[\left.\frac{1}{P(B(\mathbf{Z}, \epsilon))} \right\rvert\, \mathbf{Z}\right], \mathbb{E}\left[\rho^{d_{y}} \mid \mathbf{Z}\right]\right) . \tag{147}
\end{align*}
$$

Recall the definition of $\rho$ in Lemma 19, $\rho$ is a non-decreasing function in $r$, and for any given $\mathbf{z}, \frac{1}{P(B(\mathbf{z}, \epsilon))}$ is a nonincreasing function in $r$. Thus $\operatorname{Cov}\left(\frac{1}{P(B(\mathbf{z}, \epsilon))}, \rho^{d_{y}} \mid \mathbf{Z}\right) \leq 0$. For the second term, recall that according to order statistics [33], condition on all $\mathbf{Z}=\mathbf{z}, P(B(\mathbf{Z}, \epsilon)) \sim \mathbb{B}(k, N-k)$, thus

$$
\begin{equation*}
\mathbb{E}\left[\left.\frac{1}{P(B(\mathbf{Z}, \epsilon))} \right\rvert\, \mathbf{Z}=\mathbf{z}\right]=\frac{N-1}{k-1} \tag{148}
\end{equation*}
$$

which is a constant with respect to $\mathbf{z}$. Thus $\operatorname{Cov}\left(\mathbb{E}\left[\left.\frac{1}{P(B(\mathbf{z}, \epsilon))} \right\rvert\, \mathbf{Z}\right], \mathbb{E}\left[\rho^{d_{y}} \mid \mathbf{Z}\right]\right)=0$. Plug this into (147), we have that $\operatorname{Cov}\left(\frac{1}{P(\mathbf{z}, \epsilon)}, \rho^{d_{y}}\right) \leq 0$, therefore (a) holds.

In (b), we calculate two expectations separately, according to (148) and Lemma 19

Combining (145) and 146, we get

$$
\begin{aligned}
& \left|\mathbb{E}\left[\left(J_{x}-h(\mathbf{X})\right) \mathbf{1}\left(\epsilon \leq a_{N}, \mathbf{x} \in S_{1}^{X}\right)\right]\right| \\
& \quad=\mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right)+\mathcal{O}\left(N^{-\frac{d_{y}}{d_{z}}}\right)
\end{aligned}
$$

(149)

Substituting the three terms in (129) with (134), (136) and 149 respectively, the proof of 126 in Lemma 14 is complete, i.e. we have

$$
\begin{aligned}
\left|\mathbb{E}\left[\left(J_{x}-h(\mathbf{X})\right) \mathbf{1}\left(\epsilon \leq a_{N}\right)\right]\right|= & \mathcal{O}\left(N^{-\frac{2}{d_{z}+2}} \ln N\right) \\
& +\mathcal{O}\left(N^{-\frac{d_{y}}{d_{z}}}\right)
\end{aligned}
$$

## B. Proof of Lemma 16

In this section, we prove Lemma 16 with $n_{x}-k \sim$ $\operatorname{Binomial}(N-k-1, p)$.
(1) Upper bound.

$$
\begin{aligned}
\mathbb{E}\left[\psi\left(n_{x}+1\right) \mid \mathbf{z}, \epsilon\right] & \leq \mathbb{E}\left[\ln \left(n_{x}+1\right) \mid \mathbf{z}, \epsilon\right] \\
& \leq \ln \left(\mathbb{E}\left[n_{x} \mid \mathbf{z}, \epsilon\right]+1\right) \\
& =\ln ((N-k-1) p+k+1)
\end{aligned}
$$

(2) Lower bound. Use Taylor expansion,

$$
\begin{aligned}
& \mathbb{E}\left[\psi\left(n_{x}+1\right) \mid \mathbf{z}, \epsilon\right] \geq \mathbb{E}\left[\ln n_{x} \mid \mathbf{z}, \epsilon\right] \\
&=\ln \mathbb{E}\left[n_{x} \mid \mathbf{z}, \epsilon\right]-\frac{1}{2} \mathbb{E}\left[\left.\frac{1}{\xi^{2}}\left(n_{x}-\mathbb{E}\left[n_{x} \mid \mathbf{z}, \epsilon\right]\right)^{2} \right\rvert\, \mathbf{z}, \epsilon\right] .
\end{aligned}
$$

Here $\xi$ is between $n_{x}$ and $\mathbb{E}\left[n_{x} \mid \mathbf{z}, \epsilon\right]$. Thus

$$
\begin{aligned}
& \mathbb{E}\left[\left.\frac{1}{\xi^{2}}\left(n_{x}-\mathbb{E}\left[n_{x} \mid \mathbf{z}, \epsilon\right]\right)^{2} \right\rvert\, \mathbf{z}, \epsilon\right] \\
& \leq \frac{1}{\mathbb{E}\left[n_{x} \mid \mathbf{z}, \epsilon\right]^{2}} \mathbb{E}\left[\left(n_{x}-\mathbb{E}\left[n_{x} \mid \mathbf{z}, \epsilon\right]\right)^{2} \mid \mathbf{z}, \epsilon\right] \\
& \quad+\mathbb{E}\left[\left.\frac{1}{n_{x}^{2}}\left(n_{x}-\mathbb{E}\left[n_{x} \mid \mathbf{z}, \epsilon\right]\right)^{2} \right\rvert\, \mathbf{z}, \epsilon\right] .
\end{aligned}
$$

Since $n_{x}-k \sim \operatorname{Binomial}(N-k-1, p)$, we have $\operatorname{Var}\left[n_{x} \mid \mathbf{z}, \epsilon\right]=(N-k-1) p(1-p)$ and $\operatorname{Var}\left[1 / n_{x} \mid \mathbf{z}, \epsilon\right]=$ $\mathcal{O}(1 / N p)$. Combine the upper and lower bound, there exist two constants $a$ and $b$ such that

$$
\left|\mathbb{E}\left[\phi\left(n_{x}+1\right) \mid \mathbf{z}, \epsilon\right]-\ln (N p)\right| \leq \frac{a}{N}+\frac{b}{N p}
$$

The proof is complete.

## C. Proof of Lemma 19

In this section, we give a bound to $\mathbb{E}\left[\rho^{d^{\prime}}\right], d^{\prime}<d_{z}$, under Assumption 1 (c), (d). To begin with, we prove the following lemma.
Lemma 20. Under Assumption 1 (c), for any integer $d^{\prime}<$ $d_{z}$,

$$
\begin{equation*}
\int f(\mathbf{z})^{1-\frac{d^{\prime}}{d_{z}}} d \mathbf{z} \leq \frac{\mu^{\frac{d^{\prime}}{d_{z}}}}{1-\frac{d^{\prime}}{d_{z}}}, \tag{150}
\end{equation*}
$$

for some constant $\mu$.

Proof. Similar to the Lemma 2, we can prove that $P(f(\mathbf{Z}) \leq$ $t) \leq \mu t$ for some constant $\mu$ and all $t>0$, based on Assumption 1 (c). Thus

$$
\begin{aligned}
\mathbb{E}\left[f^{-\frac{d^{\prime}}{d_{z}}}(\mathbf{Z})\right]= & \int_{0}^{\infty} P\left(f^{-\frac{d^{\prime}}{d_{z}}}(\mathbf{Z})>t\right) d t \\
= & \int_{0}^{\mu^{\frac{d^{\prime}}{d_{z}}}} P\left(f(\mathbf{Z})<t^{-\frac{d_{z}}{d^{\prime}}}\right) d t \\
& +\int_{\mu^{\frac{d^{\prime}}{d z}}}^{\infty} P\left(f(\mathbf{Z})<t^{-\frac{d_{z}}{d^{\prime}}}\right) d t \\
\leq & \mu^{\frac{d^{\prime}}{d_{z}}}+\int_{\mu^{\frac{d^{\prime}}{d_{z}}}}^{\infty} \mu t^{-\frac{d_{z}}{d^{\prime}}} d t=\frac{\mu^{\frac{d^{\prime}}{d_{z}}}}{1-\frac{d^{\prime}}{d_{z}}} .
\end{aligned}
$$

## Now bound $\mathbb{E}\left[\rho^{d^{\prime}}\right]$ :

$$
\begin{equation*}
\mathbb{E}\left[\rho^{d^{\prime}}\right]=\int \mathbb{E}\left[\rho^{d^{\prime}} \mid \mathbf{Z}=\mathbf{z}\right] f(\mathbf{z}) d \mathbf{z} \tag{151}
\end{equation*}
$$

Here we divide the support into $\mathbf{z} \in S_{1}^{\prime}$ and $\mathbf{z} \in S_{2}^{\prime} . S_{1}^{\prime}$ and $S_{2}^{\prime}$ are defined as following:

$$
\begin{align*}
S_{1}^{\prime} & =\left\{\mathbf{z} \left\lvert\, f(\mathbf{z}) \geq \frac{2 C_{1}}{c_{d_{z}}} a_{N}^{2}\right.\right\}  \tag{152}\\
S_{2}^{\prime} & =\left\{\mathbf{z} \left\lvert\, f(\mathbf{z})<\frac{2 C_{1}}{c_{d_{z}}} a_{N}^{2}\right.\right\} \tag{153}
\end{align*}
$$

in which $a_{N}=A N^{-\beta}, \beta=2 /\left(d_{z}+2\right)$. According to 31) in Lemma 2

$$
\begin{align*}
P\left(\mathbf{Z} \in S_{2}^{\prime}\right) & =P\left(f(\mathbf{Z})<\frac{2 C_{1}}{c_{d_{z}}} A^{2} N^{-2 \beta}\right) \\
& \leq \frac{2 \mu C_{1}}{c_{d_{z}}} A^{2} N^{-\frac{2}{d_{z}+2}} \tag{154}
\end{align*}
$$

For $\mathbf{z} \in S_{1}^{\prime}$, from order statistics [33], conditional on any $\mathbf{z}, P(B(\mathbf{z}, \epsilon)) \sim \mathbb{B}(k, N-k)$, in which $\mathbb{B}$ denotes the Beta distribution. Hence

$$
\begin{equation*}
\mathbb{E}[P(B(\mathbf{Z}, \rho)) \mid \mathbf{Z}=\mathbf{z}] \leq \mathbb{E}[P(B(\mathbf{Z}, \epsilon)) \mid \mathbf{Z}=\mathbf{z}]=\frac{k}{N} \tag{155}
\end{equation*}
$$

Moreover, from the definition of $S_{1}^{\prime}$ in 152 and Lemma 13 . we have $P(B(\mathbf{z}, \rho)) \geq f(\mathbf{z}) c_{d_{z}} \rho^{d_{z}} / 2$, thus

$$
\mathbb{E}\left[\rho^{d_{z}} \mid \mathbf{Z}=\mathbf{z}\right] \leq \frac{2 k}{N c_{d_{z}} f(\mathbf{z})}
$$

Therefore for all $d^{\prime}<d_{z}$,

$$
\begin{equation*}
\mathbb{E}\left[\rho^{d^{\prime}} \mid \mathbf{Z}=\mathbf{z}\right] \leq\left(\frac{2 k}{N c_{d_{z}} f(\mathbf{z})}\right)^{\frac{d^{\prime}}{d_{z}}} \tag{156}
\end{equation*}
$$

For $\mathbf{z} \in S_{2}^{\prime}$,

$$
\begin{equation*}
E\left[\rho^{d^{\prime}} \mid \mathbf{Z}=\mathbf{z}\right] \leq a_{N}^{d^{\prime}}=A^{d^{\prime}} N^{-\frac{d^{\prime}}{d_{z}+2}} \tag{157}
\end{equation*}
$$

Plugging (156) and 157) into (151),

$$
\begin{align*}
& \mathbb{E}\left[\rho^{d^{\prime}}\right] \\
& \leq\left(\frac{2 k}{N c_{d_{z}}}\right)^{\frac{d^{\prime}}{d_{z}}} \int f^{1-\frac{d^{\prime}}{d_{z}}}(\mathbf{z}) d \mathbf{z}+A^{d^{\prime}} N^{-\frac{d^{\prime}}{d_{z}+2}} P\left(\mathbf{Z} \in S_{2}^{\prime}\right) \\
& =\mathcal{O}\left(N^{-\frac{d^{\prime}}{d_{z}}}\right)+\mathcal{O}\left(N^{-\frac{d^{\prime}+2}{d_{z}+2}}\right)=\mathcal{O}\left(N^{-\frac{d^{\prime}}{d_{z}}}\right) \tag{158}
\end{align*}
$$

The proof of Lemma 19 is complete.

## Appendix F

Proof of Theorem 6, Theorem 7 and Proposition 2
In this section, we analyze KL estimator and KSG estimator under heavy tail conditions 23, with $\tau<1$.

## A. Proof of Theorem 6 and Theorem 7

Since the proof steps are very similar to the case of $\tau=1$, which is proven in Appendix A and Appendix E we only show some important steps where the proof is different from the previous sections. 1. Lemma 3 is replace by: for all $t>0$,

$$
V(t) \leq \frac{\tau}{1-\tau} \mu t^{\tau-1}
$$

Proof. Under original assumptions, $q_{T}(u) \geq \mu / u$. Under new assumption, we can similarly get $q_{T}(u) \geq(u / \mu)^{(1 / \tau)}$. Then

$$
\begin{aligned}
V(t) & =\int_{F_{T}(t)}^{1} \frac{1}{q_{T}(u)} d u \\
& \leq \int_{F_{T}(t)}^{1}\left(\frac{\mu}{u}\right)^{\frac{1}{\tau}} d u \\
& \leq \frac{\tau}{1-\tau} \mu t^{\tau-1}
\end{aligned}
$$

The remaining steps are the same.
2. (32) in Lemma 2 is replaced by:

$$
\int f^{m}(\mathbf{x}) e^{-b f(\mathbf{x})} d \mathbf{x} \leq \frac{K_{m}}{b^{m+\tau-1}}
$$

Proof. Divide the support into two regions, with $f(\mathbf{x})>t$ and $f(\mathbf{x}) \leq t$.

$$
\begin{aligned}
& \int f^{m}(\mathbf{x}) e^{-b f(\mathbf{x})} d \mathbf{x} \\
& =\int_{f(\mathbf{x})>t} f^{m}(\mathbf{x}) e^{-b f(\mathbf{x})} d \mathbf{x}+\int_{f(\mathbf{x}) \leq t} f^{m}(\mathbf{x}) e^{-b f(\mathbf{x})} d \mathbf{x} \\
& \leq \int_{f(\mathbf{x})>t}\left(\frac{m}{b}\right) e^{-m} d \mathbf{x}+\int_{f(\mathbf{x}) \leq t} t^{m-1} f(\mathbf{x}) d \mathbf{x} \\
& =V(t)\left(\frac{m}{b}\right)^{m} e^{-m}+t^{m-1} \mu t^{\tau} \\
& \lesssim \frac{t^{\tau-1}}{b^{m}}+t^{\tau+m-1}
\end{aligned}
$$

Note that the above derivation holds for arbitrary $t>0$. Let $t=1 / b$, then the proof is complete.
3. Lemma 4 is replaced by: there exist constants $C_{2}$ and $C_{3}$, for sufficiently large $N$,

$$
\begin{aligned}
P\left(\epsilon>a_{N}, \mathbf{X} \in S_{1}\right) & \leq C_{2} N^{-\tau\left(1-\beta d_{x}\right)} \\
P\left(\epsilon>a_{N}\right) & \leq C_{3} N^{-\tau \min \left\{1-\beta d_{x}, \frac{2}{d_{x}+2}\right\}}
\end{aligned}
$$

The proof follows the same steps as the proof of original Lemma 4 in Appendix A-B.
4. Lemma 19 is replaced by:

$$
\mathbb{E}\left[\rho^{d^{\prime}}\right]=\mathcal{O}\left(N^{-\frac{d^{\prime}}{d_{z}}}\right)+\mathcal{O}\left(N^{-\frac{d^{\prime}+2 \tau}{d_{z}+2}} \ln N\right)
$$

Proof. We define $S_{1}^{\prime}, S_{2}^{\prime}$ in the same way as 152 and (153). Define $C=2 C_{1} A^{2} / c_{d_{x}}$. Then (150) in Lemma 20 is replaced by:

$$
\begin{aligned}
\int_{S_{1}^{\prime}} f^{1-\frac{d^{\prime}}{d_{z}}} d \mathbf{z}= & \mathbb{E}\left[f^{-\frac{d^{\prime}}{d_{z}}}(\mathbf{Z}) \mathbf{1}\left(f(\mathbf{Z})>C N^{-2 \beta}\right)\right] \\
= & \int_{0}^{C^{-\frac{d^{\prime}}{d_{z}}} N^{2 \beta \frac{d^{\prime}}{d_{z}}} P\left(f^{-\frac{d^{\prime}}{d_{z}}}(\mathbf{Z})>t\right) d t} \begin{aligned}
= & \int_{0}^{\mu^{\frac{d^{\prime}}{d_{z}}}} P\left(f(\mathbf{Z})<t^{-\frac{d_{z}}{d^{\prime}}}\right) d t \\
& +\int_{\mu^{\frac{d^{\prime}}{d_{z}}}}^{C^{-\frac{d^{\prime}}{d_{z}}} N^{2 \beta \frac{d^{\prime}}{d_{z}}}} P\left(f(\mathbf{Z})<t^{-\frac{d_{z}}{d^{\prime}}}\right) d t \\
\leq & \mu^{\frac{d^{\prime}}{d_{z}}+\int_{\mu^{\frac{d^{\prime}}{d_{z}}}}^{C^{-\frac{d^{\prime}}{d_{z}}} N^{2 \beta} \frac{d^{\prime}}{d_{z}}} \quad \mu t^{-\frac{d_{z}}{d^{\prime}}} d t} \begin{aligned}
& \mathcal{O}(1) \text { if } \\
& \mathcal{O}(\ln N) \tau d_{z}>d^{\prime} \\
&= \tau d_{z}=d^{\prime} \\
& \mathcal{O}\left(N^{2 \beta\left(\frac{d^{\prime}}{d_{z}}-\tau\right)}\right) \text { if } \\
& \tau d_{z}<d^{\prime} .
\end{aligned} \\
= & \mathcal{O}(1)+\mathcal{O}\left(N^{2 \beta\left(\frac{d^{\prime}}{d_{z}}-\tau\right)} \ln N\right) .
\end{aligned}
\end{aligned}
$$

The remaining steps follow Appendix E-C.

## B. Proof of Proposition 2

We now derive the range $\tau$ such that assumption 23) holds under moment assumption $\mathbb{E}\left[|\mathbf{X}|^{\alpha}\right]<\infty$. Using Hölder inequality,

$$
\begin{aligned}
& \int f^{1-\tau}(\mathbf{x}) d \mathbf{x} \\
& \quad=\int\left(1+|\mathbf{x}|^{\alpha}\right)^{1-\tau} f^{1-\tau}(\mathbf{x}) \frac{1}{\left(1+|\mathbf{x}|^{\alpha}\right)^{1-\tau}} d \mathbf{x} \\
& \quad \leq\left(\int\left(1+|\mathbf{x}|^{\alpha}\right) f(\mathbf{x}) d \mathbf{x}\right)^{\tau}\left(\int\left(\frac{1}{1+|\mathbf{x}|^{\alpha}}\right)^{\frac{1-\tau}{\tau}} d \mathbf{x}\right)^{\tau} .
\end{aligned}
$$

The first factor is finite because $\mathbb{E}\left[|\mathbf{X}|^{\alpha}\right]<\infty$. If $\tau<$ $\alpha /\left(\alpha+d_{x}\right)$, then $\alpha(1-\tau) / \tau>d_{x}$, the second factor is also finite. Then $\int f^{1-\tau}(\mathbf{x}) d \mathbf{x}<\infty$. As a result,

$$
\begin{aligned}
P(f(\mathbf{X})<t) & =P\left(f^{-\tau}(\mathbf{X})>t^{-\tau}\right) \\
& \leq t^{\tau} \mathbb{E}\left[f^{-\tau}(\mathbf{X})\right] \\
& :=\mu_{1} t^{\tau}
\end{aligned}
$$

in which $\mu_{1}$ is a constant. The proof is complete.

## Appendix G

## Proof of some statements

A. Proof that Assumption (a), (b) in Theorem 1 implies Assumption (c) (d) in Theorem 2

In this section, we prove that Assumption (a), (b) in Theorem 1 implies Assumption (c) (d) in Theorem 2 It is obvious that (a) implies (c). Now we prove (d) using on (a) and (b).

We first show that $f(\mathbf{x})$ must be bounded. From Lemma 1. we have $P(B(\mathbf{x}, r)) \geq f(\mathbf{x}) c_{d_{x}} r^{d_{x}}-C_{1} r^{d_{x}+2}$. Moreover, $P(B(\mathbf{x}, r)) \leq 1$ always holds. Hence for any $r>0$,

$$
f(\mathbf{x}) \leq \frac{1+C_{1} r^{d_{x}+2}}{c_{d_{x}} r^{d_{x}}}
$$

Therefore $f$ must be bounded. We then show that $\mathbb{E}\left[(\ln f(\mathbf{X}))^{2}\right] \leq \infty:$

$$
\begin{aligned}
\mathbb{E} & {\left[(\ln f(\mathbf{X}))^{2} \mathbf{1}(f(\mathbf{X}) \leq 1)\right] } \\
& =\int_{0}^{\infty} \mathrm{P}(\ln f(\mathbf{X})<-\sqrt{t}) d t \\
& =\int_{0}^{\infty} \mathrm{P}\left(f(\mathbf{X}) \leq e^{-\sqrt{t}}\right) d t<\infty
\end{aligned}
$$

in which $\mathrm{P}\left(f(\mathbf{X}) \leq e^{-\sqrt{t}}\right) d t$ can be bounded using Lemma 2. Since $f$ is bounded, we also have $\mathbb{E}\left[(\ln f(\mathbf{X}))^{2} \mathbf{1}(f(\mathbf{X})>\right.$ $1)]<\infty$. Therefore $\mathbb{E}\left[(\ln f(\mathbf{X}))^{2}\right]<\infty$.

Based on the above fact, we now prove Assumption (d) in Theorem 2, For any $\mathbf{x}$, define $r_{c}(\mathbf{x})=$ $\sqrt{d_{x} f(\mathbf{x}) c_{d_{x}} /\left(d_{x}+2\right) C_{1}}$. We discuss two cases:
(1) If $r \leq r_{c}$, then according to Lemma, 2 ,

$$
\begin{aligned}
P(B(\mathbf{x}, r)) & \geq f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\left(1-\frac{C_{1} r^{2}}{f(\mathbf{x}) c_{d_{x}}}\right) \\
& \geq f(\mathbf{x}) c_{d_{x}} r^{d_{x}}\left(1-\frac{C_{1} r_{c}^{2}}{f(\mathbf{x}) c_{d_{x}}}\right) \\
& \geq \frac{2}{d_{x}+2} f(\mathbf{x}) c_{d_{x}} r^{d_{x}}
\end{aligned}
$$

Therefore, we have $\tilde{f}(\mathbf{x}, r) \geq\left(2 /\left(d_{x}+2\right)\right) f(\mathbf{x})$ in this case.
(2) If $r_{c}<r<r_{0}$, then

$$
\begin{aligned}
P(B(\mathbf{x}, r)) & \geq P\left(B\left(\mathbf{x}, r_{c}\right)\right) \\
& \geq \frac{2}{d_{x}+2} f(\mathbf{x}) c_{d_{x}} r_{c}^{d_{x}} \\
& =\frac{2}{d_{x}+2} f(\mathbf{x}) c_{d_{x}}\left(\frac{d_{x} f(\mathbf{x}) c_{d_{x}}}{\left(d_{x}+2\right) C_{1}}\right)^{\frac{d_{x}}{2}}
\end{aligned}
$$

Therefore we have $\tilde{f}(\mathbf{x}, r) \geq C f^{1+d_{x} / 2}(\mathbf{x})$. Combine case (1) and (2), we have

$$
\inf _{r} \tilde{f}(\mathbf{x}, r) \geq \min \left\{\frac{2}{d_{x}+2} f(\mathbf{x}), C f^{1+d_{x} / 2}(\mathbf{x})\right\}
$$

Hence

$$
\begin{aligned}
& \int f(\mathbf{x})\left(\ln \inf _{r} \tilde{f}(\mathbf{x}, r)\right)^{2} d \mathbf{x} \\
& \leq \quad \int f(\mathbf{x})\left(\ln \frac{2}{d_{x}+2} f(\mathbf{x})\right)^{2} d \mathbf{x} \\
& \quad+\int f(\mathbf{x})\left(\ln C f^{1+d_{x} / 2}(\mathbf{x})\right)^{2} d \mathbf{x}<\infty
\end{aligned}
$$

which holds since $\int f(\mathbf{x})(\ln f(\mathbf{x}))^{2}<\infty$. Moreover, from Lemma 11, we also have $P(B(\mathbf{x}, r)) \leq f(\mathbf{x}) c_{d_{x}} r^{d_{x}}+$ $C_{1} r^{d_{x}+2}$. Therefore $\sup _{r} \tilde{f}(\mathbf{x}, r) \leq f(\mathbf{x})+\left(C_{1} / c_{d_{x}}\right) r_{0}^{2}$, which ensures that

$$
\int f(\mathbf{x})\left(\ln \sup _{r} \tilde{f}(\mathbf{x}, r)\right)^{2} d \mathbf{x}<\infty
$$

The proof is complete.

## B. Proof of properties of joint pdf satisfying (20)

In this section, we show that under the Assumption 3 in [25], the joint pdf $f(\mathbf{x}, \mathbf{y})$ is bounded away from zero, and must have a bounded support. Recall that $\mathbf{z}=(\mathbf{x}, \mathbf{y})$, the Assumption (c) in [25] says that for any $b>1$,

$$
\begin{equation*}
\int f(\mathbf{z}) \exp (-b f(\mathbf{z})) d \mathbf{z} \leq C_{c} e^{-C_{0} b} \tag{159}
\end{equation*}
$$

With (159), for any $t \geq 0$, we have

$$
\begin{aligned}
P(f(\mathbf{Z})<t) & =P(\exp (-b f(\mathbf{Z})) \geq \exp (-b t)) \\
& \leq e^{b t} \mathbb{E}\left[e^{-b f(\mathbf{Z})}\right] \\
& \leq C_{c} e^{-b\left(C_{0}-t\right)}
\end{aligned}
$$

in which the first inequality comes from Markov's inequality. Note that the above steps hold for any $b>1$, we can let $b$ to be arbitrarily large. Hence, if $0 \leq t<C_{0}$, then

$$
P(f(\mathbf{Z})<t)=0
$$

For any random variable $U, P(U<t)$ is left continuous in $t$. Hence we have

$$
\begin{equation*}
P\left(f(\mathbf{Z})<C_{0}\right)=0 \tag{160}
\end{equation*}
$$

For all the points on which $f(\mathbf{z})$ is continuous, we have $f(\mathbf{z})=0$ or $f(\mathbf{z}) \geq C_{0}$. Otherwise, if $0<f(\mathbf{z})<C_{0}$, there must be a neighbor $B(\mathbf{z}, r)$ on which the pdf is in between 0 and $C_{0}$, which violates 160 . According to the Assumption (d) in [25], the Hessian of $f(\mathbf{z})$ is bounded almost everywhere, which implies that $f(\mathbf{z})$ is continuous almost everywhere, and thus $f(\mathbf{z})=0$ or $f(\mathbf{z}) \geq C_{0}$ almost everywhere. As a result, $f(\mathbf{z})$ is essentially bounded away from zero, and must have a bounded support.
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