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#### Abstract

Snapshot compressive imaging (SCI) systems have gained significant attention in recent years. While previous theoretical studies have primarily focused on the performance analysis of Gaussian masks, practical SCI systems often employ binary-valued masks. Furthermore, recent research has demonstrated that optimized binary masks can significantly enhance system performance. In this paper, we present a comprehensive theoretical characterization of binary masks and their impact on SCI system performance. Initially, we investigate the scenario where the masks are binary and independently identically distributed (iid), revealing a noteworthy finding that aligns with prior numerical results. Specifically, we show that the optimal probability of non-zero elements in the masks is smaller than 0.5. This result provides valuable insights into the design and optimization of binary masks for SCI systems, facilitating further advancements in the field. Additionally, we extend our analysis to characterize the performance of SCI systems where the mask entries are not independent but are generated based on a stationary first-order Markov process. Overall, our theoretical framework offers a comprehensive understanding of the performance implications associated with binary masks in SCI systems.


## I. Introduction

Snapshot compressive imaging (SCI) refers to imaging systems that are designed to map a high-dimensional (HD) 3D data cube into a 2D image through hardware. (Refer to Fig. 1 for a schematic model of SCI systems encoding function.) The desired HD 3D data cube is then recovered from the 2 D projection using proper algorithms. The motivation behind developing SCI solutions is to make the data acquisition phase more efficient. For instance, a key application of SCI is in hyperspectral imaging (HSI). HSI is an emerging technology with a wide range of applications, from medicine to astronomy, see e.g. [1]-[5]. The key challenge with classic HSI solutions is that they rely on scanning the image either in space or along the wavelengths. This makes the HSI process slow and costly. To address this challenge, a snapshot compressive hyperspectral imaging solution has been proposed that can dramatically speed up the process by capturing all the information in a single snapshot [6].

In recent years, numerous hardware solutions for SCI have been proposed for various applications (for an overview, refer to [7]). As shown in Fig. [1, the encoding operation of SCI systems can be modeled as highly under-determined linear inverse problems with specialized sensing matrices. Various methods have been proposed in the literature for solving such inverse problems., e.g. see [8]-[12]. While SCI systems are under-
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Fig. 1. SCI encoding function: For $b=1, \ldots, B$, frame $b$ and mask $b$ are represented by $X(:,:, b)$ and $C(:,:, b)$, respectively. The single 2D measurement frame is generated as $\sum_{b=1}^{B} X(:,:, b) \odot C(:,:, b)$.
determined linear inverse problems, the specialized structure of their sensing matrices on one hand, and the complex structure of the input data on the other hand, prevents results from compressed sensing to be directly applicable to such systems. Therefore, for theoretical analysis of such systems new tools and techniques are required. Such a theoretical analysis is performed in [13], for the case where the corresponding linear mapping can be modeled as a highly sparse matrix with its non-zero entries distributed as i.i.d. Gaussian. The analysis of [13] theoretically shows that recovery of the signal from SCI measurements is indeed feasible. However, practical SCI systems often employ binary-valued (or finite-valued) masks. Also, in many practical cases, the masks corresponding to different frames are not independent and are instead (sometimes randomly [14]) shifted versions of each other. These raise the following questions.

Question 1. For binary-valued masks, can we theoretically characterize the performance of the SCI system in terms of the statistical properties of the masks, e.g., the probability of non-zero entries, or the correlation between adjacent (inframe or out-of-frame) values? If the answer is positive, can we use these theoretical results to theoretically optimize the performance of the system?

Question 2. How does the dependency between the masks used for different frames affect the achievable SCI performance? For a specified type of dependence between the masks, e.g., randomly shifted masks, can we optimize the initial mask, such that the achievable performance is optimized?

The goal of this paper is to address these questions. To
achieve this goal we adopt the compression-based optimization, compressible signal pursuit (CSP), initially proposed in [15] and later utilized in [13] for the theoretical analysis of SCI systems. Within this framework, we make the following main contributions:

1) Theoretical characterization of CSP optimization performance for SCI recovery under i.i.d. binary masks. Our analysis reveals that the probability of non-zero entries minimizing the achieved distortion is less than 0.5 .
2) Theoretical characterization of CSP optimization performance for scenarios where non-zero entries in each frame exhibit dependence, following a binary first-order Markov process. In this case, we assume that the nonzero entries of different masks are independent.
3) Investigation of the impact of dependency across frames by studying cases where entries across frames are dependent, aiming to model the effect of mask dependence.

## A. Related work

Recent research has focused on optimizing masks to enhance the performance of SCI systems. Trained sensing binary masks have been explored, demonstrating notable improvements over random mask designs [16]. These optimized binary masks have a nonzero element probability of around 40 percent and exhibit smooth variations. Deep unfolding networks have also been employed to simultaneously reconstruct hyperspectral images and optimize mask designs, resulting in preserved image structure and optimal sampling [17]. Furthermore, a comparison between random masks and optimized masks, validated with hardware prototypes, supports the benefits of optimization [18]. Other approaches include incorporating apertures for mask multiplexing [19] and using end-to-end networks to jointly optimize masks and networks, leading to improved loss function and peak signal-to-noise ratio (PSNR) performance [20]. Collectively, these studies highlight the impact of mask optimization in enhancing SCI system performance.

## B. Notations

Vectors are denoted by bold letters, such as $\mathbf{x}$ and $\mathbf{y}$. For a matrix $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2}}, \operatorname{Vec}(\mathbf{X})$ denotes the vector in $\mathbb{R}^{n}$, $n=n_{1} \times n_{2}$, formed by concatenating the columns of $\mathbf{X}$. $\odot$ denotes the Hadamard matrix product operator defined as follows. For $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{n_{1} \times n_{2}}, \mathbf{Y}=\mathbf{A} \odot \mathbf{B}$ is defined such that $Y_{i j}=A_{i j} B_{i j}$, for all $i, j$. Sets are denoted by calligraphic letters, such as $\mathcal{A}, \mathcal{B}$. For a finite set $\mathcal{A},|\mathcal{A}|$ denotes the size of $\mathcal{A}$

## C. Outline

The mathematical models of SCI systems encoding and decoding operations are described in Section $\Pi$ Section III reviews the idea of compression-based methods for solving SCI inverse problems. The main theoretical results of the paper are presented in Section $I V$ and the proofs are presented in Section V. Section VI concludes the paper.

## II. Problem statement

The goal of an SCI system is to recover a 3D data cube from its 2D projection, while knowing the mapping. More precisely, let $\mathbf{X} \in \mathbb{R}^{n_{1} \times n_{2} \times B}$ denote the desired 3D data cube. An SCI system maps $\mathbf{x}$ to a single measurement frame $\mathbf{Y} \in \mathbb{R}^{n_{1} \times n_{2}}$. In many SCI systems, such as HS SCI [6] and video SCI [14], the mapping from $\mathbf{X}$ to $\mathbf{Y}$ can be modeled as a linear system such that [14], [21], $\mathbf{Y}=\sum_{b=1}^{B} \mathbf{C}_{b} \odot \mathbf{X}_{b}+\mathbf{Z}$, where $\mathbf{C} \in$ $\mathbb{R}^{n_{1} \times n_{2} \times B}$ and $\mathbf{Z} \in \mathbb{R}^{n_{1} \times n_{2}}$ denote the sensing kernel (mask) and the additive noise, respectively. Here, $\mathbf{C}_{b}=\mathbf{C}(:,:, b)$ and $\mathbf{X}_{b}=\mathbf{X}(:,:, b) \in \mathbb{R}^{n_{1} \times n_{2}}$ represent the $b$-th sensing kernel (mask) and the corresponding signal frame, respectively; Here, $\odot$ denotes the Hadamard or element-wise product.

To simplify the mathematical representation of the system, we vectorize each frame as $\mathbf{x}_{b}=\operatorname{Vec}\left(\mathbf{X}_{b}\right) \in \mathbb{R}^{n}$ with $n=$ $n_{1} n_{2}$. Then, we vectorize the data cube $\mathbf{X}$ by concatenating the $B$ vectorized frames into a column vector $\mathbf{x} \in \mathbb{R}^{n B}$ as

$$
\mathbf{x}=\left[\begin{array}{c}
\mathbf{x}_{1}  \tag{1}\\
\vdots \\
\mathbf{x}_{B}
\end{array}\right]
$$

Similarly, we define $\mathbf{y}=\operatorname{Vec}(\mathbf{Y}) \in \mathbb{R}^{n}$ and $\mathbf{z}=\operatorname{Vec}(\mathbf{Z}) \in \mathbb{R}^{n}$. Using these definitions, the measurement process defined in Fig. 1 can also be expressed as

$$
\begin{equation*}
\mathbf{y}=\mathbf{H x}+\mathbf{z} \tag{2}
\end{equation*}
$$

The sensing matrix $\mathbf{H} \in \mathbb{R}^{n \times n B}$, is a highly sparse matrix that is formed by the concatenation of $B$ diagonal matrices as

$$
\begin{equation*}
\mathbf{H}=\left[\mathbf{D}_{1}, \ldots, \mathbf{D}_{B}\right] \tag{3}
\end{equation*}
$$

where, for $b=1, \ldots B, \mathbf{D}_{b}=\operatorname{diag}\left(\operatorname{Vec}\left(\mathbf{C}_{b}\right)\right) \in \mathbb{R}^{n \times n}$. The goal of a SCI recovery algorithm is to recover the data cube $\mathbf{x}$ from undersampled measurements $\mathbf{y}$, while having access to the sensing matrix (or mask) $\mathbf{H}$.

## III. COMPRESSION-BASED SCI RECOVERY

One of the key challenges in theoretical analysis of SCI systems is developing a mathematical model for the structure of 3D data cubes, such as videos or HS images. On approach to address this issue is to use the idea of compression-based recovery, which was initially proposed in [15] in the context of compressed sensing. In that case, it can be shown that at least in cases where the minimum achievable sample rate is known, compression-based methods are able to achieve it [22]. Inspired by this idea, in [13], the first theoretical analysis of SCI systems was performed using data compression codes for capturing the source structure.

Compression codes designed for a class of signals are designed to take advantage of the structure of the signals in that class to represent it as efficiently as possible. The key idea of using compression codes for solving inverse problems is to use the compression code as a black-box that implicitly takes advantage of signal structure. In the following we briefly review some key definitions related to compression codes defined for a given class of HD data cubes.

Consider a compact set $\mathcal{Q} \subset \mathbb{R}^{n B}$. Each signal $\mathrm{x} \in \mathcal{Q}$, consists of $B$ vectors (frames) $\left\{\mathbf{x}_{1} \ldots \mathbf{x}_{B}\right\}$ in $\mathbb{R}^{n}$. A lossy compression code of rate $r$ for $\mathcal{Q}$ is characterized by its encoding mapping $f$, where $f: \mathcal{Q} \rightarrow\left\{1,2, \ldots, 2^{B r}\right\}$, and $g:\left\{1,2 \ldots 2^{B r}\right\} \rightarrow \mathbb{R}^{n B}$. For $\mathbf{x} \in \mathcal{Q}, \tilde{\mathbf{x}}=g(f(\mathbf{x}))$ denotes the reconstruction corresponding to x . The distortion between $\mathbf{x}$ and its reconstruction $\hat{\mathbf{x}}$ is defined as

$$
\begin{equation*}
d(\mathbf{x}, \hat{\mathbf{x}}) \triangleq\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \tag{4}
\end{equation*}
$$

The compression code $(f, g)$ is characterized by its rate $r$ and distortion $\delta$ defined as

$$
\delta=\sup _{\mathbf{x} \in \mathcal{Q}} d(\mathbf{x}, g(f(\mathbf{x}))) .
$$

Moreover, the defined encoder and decoder pair, $(f, g)$, correspond to a codebook $\mathcal{C}$ defined as

$$
\begin{equation*}
\mathcal{C}=\{g(f(\mathbf{x})): \mathbf{x} \in \mathcal{Q}\} \tag{5}
\end{equation*}
$$

Note that $|\mathcal{C}| \leq 2^{B r}$.
Consider the problems of SCI defined in Section III. To recover $\mathbf{x}$ from underdetermined measurements $\mathbf{y}$, we need to take advantage of the structure of $\mathbf{x}$. However, as explained earlier, the desired mathematical model of the structure needs to capture both intra- on inter-frame dependencies, which makes designing such models inherently very complex. One approach to address this issue and provide a theoretical analysis is SCI systems is to adopt the idea of compression-based recovery. The key advantage of this approach is that instead of explicitly expressing the structure, it will be captured through a compression code, and the performance is determined by the key parameters of the compression code, i.e., its rate $r$ and distortion $\delta$.

Given a class of signal denoted by a $\mathcal{Q} \subset \mathbb{R}^{n B}$, and a rate- $r$ distortion- $\delta$ compression code $(f, g)$, the compressible signal pursuit (CSP) optimization recovers $\mathbf{x} \in \mathcal{Q}$ from measurements $\mathbf{y} \in \mathbb{R}^{n}$ defined in (2), as follows

$$
\begin{equation*}
\hat{\mathbf{x}}=\arg \min _{\mathbf{c} \in \mathcal{C}}\left\|\mathbf{y}-\sum_{i=1}^{B} \mathbf{D}_{i} \mathbf{c}_{i}\right\|_{2}^{2} \tag{6}
\end{equation*}
$$

The performance of (6) is theoretically characterized in [13] for the case where the diagonal entries of $\mathbf{D}_{1}, \ldots, \mathbf{D}_{B}$ are i.i.d. Gaussian. In this paper, inspired by used in practical SCI systems, we focus on the case of binary-valued masks, and under various distributions characterize the performance of (6).

## IV. Characterization of effect of masks

In this section, we present our main theoretical results on the performance of SCI systems under different settings of binary masks. Our goal is to address the questions we raised before on how the statistical properties and dependencies of binary masks impact the performance of SCI systems, and whether it is possible to optimize the masks to achieve better performance. We discuss our findings in three distinct settings, each corresponding to different mask characteristics and their effects on the system's performance.

## A. i.i.d. Bernoulli masks

As the first scenario, we focus on the masks entries are i.i.d. and binary-valued. There are two key questions we want to address in this setting: Is recovery still feasible? If so, what is the optimal value of $p, p=\mathrm{P}\left(D_{i j}=1\right)$, that minimizes the achieved distortion between the signal and its SCI reconstruction?
Theorem 1. Consider $\mathcal{Q} \subset \mathbb{R}^{n B}$, where for all $\mathbf{x} \in \mathcal{Q}$, $\|\mathbf{x}\|_{\infty} \leq \frac{\rho}{2}$. Let $\mathcal{C}$ denote the codebook corresponding to a rate- $r$ distortion- $\delta$ lossy compression code for signals in $\mathcal{Q}$. Assume that $\mathbf{D}_{1} \ldots \mathbf{D}_{B}$ are such that $\mathbf{D}_{i}=\operatorname{diag}\left(D_{i 1} \ldots D_{i n}\right)$, $i=1, \ldots, B$, where the diagonal entires of the matrices drawn independently i.i.d. $\operatorname{Bern}(p)$. For $\mathbf{x} \in \mathcal{Q}$ and $\mathbf{y}=\sum_{i=1}^{B} \mathbf{D}_{i} \mathbf{x}_{i}$ let $\hat{\mathbf{x}}$ denote the solution of (6). Choose free parameter $\epsilon>0$. Then,

$$
\begin{equation*}
\frac{1}{n B}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \leq\left(1+\frac{B p}{1-p}\right)\left(\frac{\delta}{n B}\right)+\frac{\rho^{2} \epsilon}{\left(p-p^{2}\right)} \tag{7}
\end{equation*}
$$

with a probability larger than $1-2^{B r+1} \exp \left(-\frac{n \epsilon^{2}}{2 B^{2}}\right)$. Moreover, for fixed parameters $(n, B, \epsilon, \rho)$, the bound in (7) is minimized at some $p^{*}$, where $p^{*}<\frac{1}{2}$.

Note that as $p \rightarrow 0$ or $p \rightarrow 1$, the bound in (7) grows without bound. This is consistent with the fact that we cannot expect recovery from all-zero or all-one masks. On the other hand, for $p=0.5$, Theorem 1 guarantees that

$$
\frac{1}{n B}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \leq(1+B)\left(\frac{\delta}{n B}\right)+4 \rho^{2} \epsilon
$$

with probability larger than $1-2^{B r+1} \exp \left(-\frac{n \epsilon^{2}}{2 B^{2}}\right)$. Moreover, it states that the optimal $p^{*}$ is smaller than 0.5 , which means that the optimal bound is tighter than this result. This is consistent with the results from the literature, e.g. [16], that show through various types of algorithmic optimizations that in the learned optimized binary masks $\mathrm{P}\left(D_{i j}=1\right)$ is strictly smaller than 0.5 .

One distinctive property of the studied masks compared to i.i.d. Gaussian masks studied in the prior art is that $D_{i, j} \geq$ 0 , w.p. 1. To further highlight this difference and show its potential impact on optimizing the masks, in the following corollary of Theorem 11, we consider the case where instead of binary-valued, the masks take values in $\{-1,+1\}$. In that case, we see that unlike the case of binary masks, the optimal bound on the distortion is achieved for the case where $p=0.5$ and $\mathrm{E}\left[D_{i, j}\right]=0$.

Corollary 1. Consider the same setup as in Theorem 1, where instead of binary masks, $D_{i j} \in\{-1,+1\}$ and $\left\{\left\{D_{i j}\right\}_{j=1}^{n}\right\}_{i=1}^{B}$ are i.i.d. such that $\mathrm{P}\left(D_{i j}=1\right)=1-\mathrm{P}\left(D_{i j}=-1\right)=p$. Then
$\frac{1}{n B}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \leq \frac{4\left(p-p^{2}\right)(1-B)+B}{4\left(p-p^{2}\right)}\left(\frac{\delta}{n B}\right)+\frac{\rho^{2} \epsilon}{4\left(p-p^{2}\right)}$,
with a probability larger than $1-2^{B r+1} \exp \left(-\frac{n \epsilon^{2}}{2 B^{2}}\right)$. Moreover, the upper bound is minimized at $p^{*}=\frac{1}{2}$, which leads to $\frac{1}{n B}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \leq \frac{1}{n B} \delta+\rho^{2} \epsilon$.

## B. Binary Markov masks: in-frame dependence

As the first model of masks with dependent components, we consider a setting where masks corresponding to different frames are independent, but the entries of each mask are dependent and follow a first-order Markov process. More precisely, we assume that $\mathbf{D}_{1}, \ldots, \mathbf{D}_{B}$ are independent. For $i=1, \ldots, B$, the diagonal entries of $\mathbf{D}_{i}$ are generated according to a stationary Markov process such that, for $j=2, \ldots, n$,

$$
p_{D_{i j} \mid D_{i, 1:(j-1)}}(\cdot \mid \cdot)=p_{D_{i j} \mid D_{i, j-1}}(\cdot \mid \cdot)
$$

Moreover, for any $i=1, \ldots, B$, and $j=2, \ldots, n$, we define the transition kernel of the (asymmetric) Markov chain as follows

$$
\begin{align*}
& \mathrm{P}\left(D_{i j}=1 \mid D_{i(j-1)}=0\right)=q_{0} \\
& \mathrm{P}\left(D_{i j}=0 \mid D_{i(j-1)}=1\right)=q_{1} \tag{8}
\end{align*}
$$

To characterize the performance under the described Markov model for the masks, we use the concentration of measure results developed in [23]. For using that result, we define the contraction coefficient corresponding to the defined Markov process as

$$
\begin{align*}
\theta_{1}= & \sup _{\mathbf{d}^{\prime}, \mathbf{d}^{\prime \prime} \in \mathcal{S}^{B}}\left\|p\left(\cdot \mid \mathbf{d}^{\prime}\right)-p\left(\cdot \mid \mathbf{d}^{\prime \prime}\right)\right\|_{\mathrm{TV}} \\
= & \left\|p_{i}\left(\cdot \mid \mathbf{d}^{\prime}=\mathbf{0}_{B}\right)-p_{i}\left(\cdot \mid \mathbf{d}^{\prime \prime}=\mathbf{1}_{B}\right)\right\|_{\mathrm{TV}} \\
= & \frac{1}{2}\left[\left|q_{0}^{B}-\left(1-q_{1}\right)^{B}\right|\right. \\
& +\binom{B}{1}\left|\left(1-q_{0}\right) q_{0}^{B-1}-q_{1}\left(1-q_{1}\right)^{B-1}\right| \\
& +\binom{B}{2}\left|\left(1-q_{0}\right)^{2} q_{0}^{B-2}-q_{1}^{2}\left(1-q_{1}\right)^{B-2}\right| \\
& \left.+\cdots+\left|\left(1-q_{0}\right)^{B}-q_{1}^{B}\right|\right] \tag{9}
\end{align*}
$$

In (9), for $\mathbf{d}, \mathbf{d}^{\prime} \in \mathcal{S}^{B}, p\left(\mathbf{d}^{\prime} \mid \mathbf{d}\right)=\prod_{i=1}^{B} p\left(d_{i}^{\prime} \mid d_{i}\right)$ denotes the transition kernel of the defined Markov process. Fig. 2 shows the value of $\theta_{1}$ as a function of $q_{1}$, for a couple of different values of $q_{0}$ and $B$.


Fig. 2.

Theorem 2. Assume that $\mathbf{D}_{1} \ldots \mathbf{D}_{B}$ are such that $\mathbf{D}_{i}=$ $\operatorname{diag}\left(D_{i 1} \ldots D_{i n}\right), i=1, \ldots, B$, where $D_{i j} \in\{0,1\}$. Assume
that $\left(D_{i 1}, \ldots, D_{i n}\right), i=1, \ldots, B$, are independently generated as stationary first order Markov processes with transition probabilities described in (8). For $\mathbf{x} \in \mathcal{Q}$ and $\mathbf{y}=\sum_{i=1}^{B} \mathbf{D}_{i} \mathbf{x}_{i}$ let $\hat{\mathbf{x}}$ denote the solution of (6). Then

$$
\begin{equation*}
\frac{1}{n B}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \leq\left(1+\frac{B p}{1-p}\right)\left(\frac{\delta}{n B}\right)+\frac{\rho^{2} \epsilon}{p(1-p)} \tag{10}
\end{equation*}
$$

with a probability larger than

$$
1-\left(2^{B r}+1\right) \exp \left(-\frac{n \epsilon^{2}}{32}\left(1-\theta_{1}\right)^{2}\right)
$$

where $\theta_{1}$ is defined in (9).
Comparing the bound in (10) and the one in (7) shows that they are indeed equivalent. Therefore, similar to Theorem 1 . the bound is minimized for some $p^{*}=\frac{q_{0}^{*}}{q_{0}^{*}+q_{1}^{*}}<0.5$. On the other hand, to minimize $\exp \left(-\frac{n \epsilon^{2}}{32}\left(1-\theta_{1}\right)^{2}\right)$ which controls how many frames can be decoupled from each other, we need to minimize $\theta_{1}$ defined in (9). But we can set $\theta_{1}=0$, by setting $q_{0}^{*}=p^{*}$ and $q_{1}^{*}=1-p^{*}$. It is straightforward to see that setting the parameters $q_{0}$ and $q_{1}$ as such corresponds to making the Markov process an independent process. This is intuitively not surprising as using this setting the convergence speed of the random variables is maximized.

## C. Binary Markov masks: Out-of-frame dependence

Next we consider the case where the entries of each mask are generated independently, but the mask entries corresponding to element $i$ of each frame are dependent. This is closely related to real masks used in practice where each mask can be a shifted version of the previous mask. Mathematically, we assume that $D_{1 j}, \ldots, D_{B j}$ are generated according to a stationary first order Markov process such that for any $j=1, \ldots, n$ and $i=2, \ldots, B$,

$$
p_{D_{i j} \mid D_{1:(i-1), j}}(\cdot \mid \cdot)=p_{D_{i j} \mid D_{i-1, j}}(\cdot \mid \cdot)
$$

and

$$
\begin{align*}
& \mathrm{P}\left(D_{i j}=1 \mid D_{i-1, j}=0\right)=q_{0} \\
& \mathrm{P}\left(D_{i j}=0 \mid D_{i-1, j}=1\right)=q_{1} \tag{11}
\end{align*}
$$

Assume that $q_{0}, q_{1} \leq 0.5$ and let

$$
\alpha=1-q_{0}-q_{1}
$$

Note that since $q_{0}, q_{1} \leq 0.5, \alpha \geq 0$. Define $B \times B$ matrix $\Lambda$ as follows

$$
\Lambda=\left[\begin{array}{cccc}
1 & \alpha & \cdots & \alpha^{B-1}  \tag{12}\\
\alpha & 1 & \cdots & \alpha^{B-2} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha^{B-1} & \alpha^{B-2} & \cdots & 1 .
\end{array}\right]
$$

Let $\lambda_{\max }(\Lambda)$ and $\lambda_{\min }(\Lambda)$ denote the maximum and minimum eigenvalues of matrix $\Lambda$, respectively.
Theorem 3. Assume that $\mathbf{D}_{1} \ldots \mathbf{D}_{B}$ are such that $\mathbf{D}_{i}=$ $\operatorname{diag}\left(D_{i 1} \ldots D_{i n}\right), i=1, \ldots, B$, where $D_{i j} \in\{0,1\}$. Assume
that $\left(D_{1 j}, \ldots, D_{B j}\right), j=1, \ldots, n$, are independently generated as stationary first order Markov processes according to (11). For $\mathbf{x} \in \mathcal{Q}$ and $\mathbf{y}=\sum_{i=1}^{B} \mathbf{D}_{i} \mathbf{x}_{i}$ let $\hat{\mathbf{x}}$ denote the solution of (6). Then, if $\lambda_{\min }(\Lambda)>0$,

$$
\begin{aligned}
\frac{1}{n B}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \leq & \frac{\lambda_{\max }(\Lambda)(1-p)+p B}{\lambda_{\min }(\Lambda)(1-p)}\left(\frac{\delta}{n B}\right) \\
& +\frac{\rho^{2} \epsilon}{\lambda_{\min }(\Lambda) p(1-p)}
\end{aligned}
$$

with a probability larger than $1-2^{B r+1} \exp \left(-\frac{n \epsilon^{2}}{2 B^{2}}\right)$.
Note that in the case where all the entries of the sensing matrix are independent, i.e., the case where $q_{0}+q_{1}=1$ and $\alpha=0, \lambda_{\max }(\Lambda)=\lambda_{\min }(\Lambda)=1$. Therefore, in that case the upper bound in Theorem 3 simplifies to the result of Theorem 1

We can use Gershgorin circle theorem [24] to derive upper and lower bounds on $\lambda_{\max }(\Lambda)$ and $\lambda_{\min }(\Lambda)$, respectively, and find the following corollary.
Corollary 2. Consider the same setup as in Theorem 3 Then, for $\alpha<\frac{1}{3}$,

$$
\begin{gathered}
\frac{1}{n B}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \leq \frac{(1+\alpha)(1-p)+p B}{(1-3 \alpha)(1-p)}\left(\frac{\delta}{n B}\right) \\
+\frac{\rho^{2}(1-\epsilon)}{(1-3 \alpha) p(1-p)},
\end{gathered}
$$

with a probability larger than $1-2^{B r+1} \exp \left(-\frac{n \epsilon^{2}}{2 B^{2}}\right)$.

## V. Proofs

## A. Proof of Theorem 1

Let $\tilde{\mathbf{x}}=g(f(\mathbf{x}))$. By assumption, the code operates at distortion $\delta$. Hence, $\|\mathbf{x}-\tilde{\mathbf{x}}\|_{2}^{2} \leq \delta$. On the other hand, since $\hat{\mathbf{x}}=\arg \min _{\mathbf{c} \in \mathcal{C}}\left\|\mathbf{y}-\sum_{i=1}^{B} \mathbf{D}_{i} \mathbf{c}_{i}\right\|_{2}^{2}$, and $\tilde{\mathbf{x}} \in \mathcal{C}, \| \mathbf{y}-$ $\sum_{i=1}^{B} \mathbf{D}_{i} \hat{\mathbf{x}}_{i}\left\|_{2} \leq\right\| \mathbf{y}-\sum_{i=1}^{B_{i}} \mathbf{D}_{i} \tilde{\mathbf{x}}_{i} \|_{2}$. But $\mathbf{y}=\sum_{i=1}^{B} \mathbf{D}_{i} \mathbf{x}_{i}$. Therefore,

$$
\begin{equation*}
\left\|\sum_{i=1}^{B} \mathbf{D}_{i}\left(\mathbf{x}_{i}-\hat{\mathbf{x}}_{i}\right)\right\|_{2} \leq\left\|\sum_{i=1}^{B} \mathbf{D}_{i}\left(\mathbf{x}_{i}-\tilde{\mathbf{x}}_{i}\right)\right\|_{2} . \tag{13}
\end{equation*}
$$

Note that, for a fixed $\mathbf{c} \in \mathcal{C}$,

$$
\begin{equation*}
\left\|\sum_{i=1}^{B} \mathbf{D}_{i}\left(\mathbf{x}_{i}-\hat{\mathbf{x}}_{i}\right)\right\|_{2}^{2}=\sum_{j=1}^{n}\left(\sum_{i=1}^{B} D_{i j}\left(x_{i j}-c_{i j}\right)\right)^{2} \tag{14}
\end{equation*}
$$

Given a fixed $\mathbf{x}$ and $\mathbf{c}$, for $j=1, \ldots, n$, let $U_{j}=$ $\left(\sum_{i=1}^{B} D_{i j}\left(x_{i j}-c_{i j}\right)\right)^{2} . U_{1}, \ldots, U_{n}$ are independent random variables and

$$
\begin{align*}
& \mathrm{E}\left[U_{j}\right]=\mathrm{E}\left[\sum_{i=1}^{B} \sum_{i^{\prime}=1}^{B} D_{i j} D_{i^{\prime} j}\left(x_{i j}-c_{i j}\right)\left(x_{i^{\prime} j}-c_{i^{\prime} j}\right)\right] \\
& =\sum_{i=1}^{B} \sum_{i^{\prime}=1 i^{\prime} \neq i}^{B} p^{2}\left(x_{i j}-c_{i j}\right)\left(x_{i^{\prime} j}-c_{i^{\prime} j}\right)+\sum_{i=1}^{B} p\left(x_{i j}-c_{i j}\right)^{2} \\
& =p^{2}\left(\sum_{i=1}^{B}\left(x_{i j}-c_{i j}\right)\right)^{2}+\left(p-p^{2}\right) \sum_{i=1}^{B}\left(x_{i j}-c_{i j}\right)^{2} . \tag{15}
\end{align*}
$$

Given $\epsilon_{1}>0$ and $\epsilon_{2}>0, \mathbf{x}_{i} \in \mathbb{R}^{n}$ and $\mathbf{x} \in \mathbb{R}^{B n}$, define events $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ as

$$
\begin{align*}
\mathcal{E}_{1}=\{ & \frac{1}{n}\left\|\sum_{i=1}^{B} \mathbf{D}_{i}\left(\mathbf{x}_{i}-\tilde{\mathbf{x}}_{i}\right)\right\|_{2}^{2} \leq \frac{p^{2}}{n}\left\|\sum_{i=1}^{B}\left(\mathbf{x}_{i}-\tilde{\mathbf{x}}_{i}\right)\right\|_{2}^{2} \\
& \left.+\frac{p-p^{2}}{n}\|\mathbf{x}-\tilde{\mathbf{x}}\|_{2}^{2}+B \rho^{2} \epsilon_{1}\right\} \tag{16}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{E}_{2}=\{ & \frac{1}{n}\left\|\sum_{i=1}^{B} \mathbf{D}_{i}\left(\mathbf{x}_{i}-\mathbf{c}_{i}\right)\right\|_{2}^{2} \geq \frac{p^{2}}{n}\left\|\sum_{i=1}^{B}\left(\mathbf{x}_{i}-\mathbf{c}_{i}\right)\right\|_{2}^{2} \\
+ & \left.\frac{p-p^{2}}{n}\|\mathbf{x}-\mathbf{c}\|_{2}^{2}-B \rho^{2} \epsilon_{2}: \forall \mathbf{c} \in \mathcal{C}\right\} \tag{17}
\end{align*}
$$

respectively. Then, conditioned on $\mathcal{E}_{1} \cap \mathcal{E}_{2}$, since $\hat{\mathbf{x}} \in \mathcal{C}$ and $\tilde{\mathbf{x}} \in \mathcal{C}$, it follows from 13 that

$$
\begin{align*}
\frac{p-p^{2}}{n}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \leq & \frac{p-p^{2}}{n}\|\mathbf{x}-\tilde{\mathbf{x}}\|_{2}^{2}+\frac{p^{2}}{n}\left\|\sum_{i=1}^{B}\left(\mathbf{x}_{i}-\tilde{\mathbf{x}}_{i}\right)\right\|_{2}^{2} \\
& +B \rho^{2} \epsilon_{1}+B \rho^{2} \epsilon_{2} \\
\leq & \frac{p+(B-1) p^{2}}{n}\|\mathbf{x}-\tilde{\mathbf{x}}\|_{2}^{2}+B \rho^{2} \epsilon_{1}+B \rho^{2} \epsilon_{2} \tag{18}
\end{align*}
$$

where the last line follows because $\left\|\sum_{i=1}^{B}\left(\mathbf{x}_{i}-\tilde{\mathbf{x}}_{i}\right)\right\|_{2}^{2} \leq$ $B\|\mathbf{x}-\tilde{\mathbf{x}}\|_{2}^{2}$. In the rest of the proof, we focus on bounding $P\left(\mathcal{E}_{1}^{c} \cup \mathcal{E}_{2}^{c}\right)$.

Note that since by assumption the $\ell_{\infty}$-norm of all signals in $\mathcal{Q}$ are upper-bounded by $\rho / 2, U_{i}$ 's are also bounded as

$$
\begin{align*}
U_{j} & \leq \sum_{i=1}^{B} D_{i j}^{2} \cdot \sum_{i=1}^{B}\left(x_{i j}-c_{i j}\right)^{2} \\
& \leq \sum_{i=1}^{B} 1 \cdot \sum_{i=1}^{B}\left(\frac{\rho}{2}+\frac{\rho}{2}\right)^{2}=B^{2} \rho^{2} . \tag{19}
\end{align*}
$$

Therefore, applying the Hoeffding's inequality,

$$
\begin{align*}
& \mathrm{P}\left(\frac{1}{n} \sum_{j=1}^{n} U_{j} \geq \frac{1}{n} \mathrm{E}\left[\sum_{j=1}^{n} U_{j}\right]+B \rho^{2} \epsilon_{1}\right) \\
& \leq \exp \left(-\frac{2 n^{2} B^{2} \rho^{4} \epsilon_{1}^{2}}{n\left(B^{2} \rho^{2}\right)^{2}}\right)=\exp \left(-\frac{2 n \epsilon_{1}^{2}}{B^{2}}\right) . \tag{20}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \mathrm{P}\left(\frac{1}{n} \sum_{i=j}^{n} U_{j} \leq \frac{1}{n} \mathrm{E}\left[\sum_{j=1}^{n} U_{j}\right]-B \rho^{2} \epsilon_{2}\right) \\
& \leq \exp \left(-\frac{2 n^{2} B^{2} \rho^{4} \epsilon_{2}^{2}}{n\left(B^{2} \rho^{2}\right)^{2}}\right)=\exp \left(-\frac{2 n \epsilon_{2}^{2}}{B^{2}}\right) . \tag{21}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\mathrm{P}\left(\mathcal{E}_{1}^{c}\right) \leq \exp \left(-\frac{2 n \epsilon_{1}^{2}}{B^{2}}\right) \tag{22}
\end{equation*}
$$

and, by the union bound, since $|\mathcal{C}| \leq 2^{B r}$,

$$
\begin{equation*}
\mathrm{P}\left(\mathcal{E}_{2}^{c}\right) \leq 2^{B r} \exp \left(-\frac{2 n \epsilon_{2}^{2}}{B^{2}}\right) . \tag{23}
\end{equation*}
$$

Again by the union bound, $P\left(\mathcal{E}_{1} \cap \mathcal{E}_{2}\right) \geq 1-P\left(\mathcal{E}_{1}^{c}\right)-P\left(\mathcal{E}_{2}^{c}\right)$. Given $0<\epsilon<\frac{16}{3}$, the desired result follows by letting $\epsilon_{1}=$ $\epsilon_{2}=\epsilon / 2$. Plug this into (7), and we have

$$
\begin{align*}
\frac{p-p^{2}}{n}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} & \leq \frac{p+(B-1) p^{2}}{n}\|\mathbf{x}-\tilde{\mathbf{x}}\|_{2}^{2}+B \rho^{2} \epsilon_{1}+B \rho^{2} \epsilon_{2} \\
& \leq \frac{p+(B-1) p^{2}}{n} \delta+B \rho^{2} \epsilon \tag{24}
\end{align*}
$$

Also, from 22 and 23, for $\epsilon_{1}=\epsilon_{2}=\epsilon / 2, P\left(\mathcal{E}_{1} \cap \mathcal{E}_{2}\right) \geq$ $1-\exp \left(-\frac{2 n \epsilon_{1}^{2}}{B^{2}}\right)-2^{B r} \exp \left(-\frac{2 n \epsilon_{2}^{2}}{B^{2}}\right)=1-\left(2^{B r}+1\right) \exp \left(-\frac{n \epsilon^{2}}{2 B_{2}^{2}}\right)$.

Finally, to finish the proof, let $f(p)=\frac{(p+(B-1) p)}{(1-p) n} \delta+\frac{B \rho^{2} \epsilon}{\left(p-p^{2}\right)}$. Note that $f(0)=f(1)=\infty$, which is consistent with our intuition that all-1 or an all-0 masks are not effective. Let $p^{*}$ denote the value of $p \in(0,1)$ that minimizes $f(p)$, note that

$$
\begin{align*}
f^{\prime}(p) & =\frac{(B-1)(1-p)+(1+B p-p)}{(1-p)^{2} n} \delta-\frac{\epsilon \rho^{2}(1-2 p)}{p^{2}(1-p)^{2}} \\
& =\frac{1}{(1-p)^{2} p^{2}}\left(\frac{\delta B p^{2}}{n}-(1-2 p) \epsilon \rho^{2}\right) \tag{25}
\end{align*}
$$

Note that $f^{\prime}(0)=-\frac{\epsilon \rho^{2}}{(1-p)^{2} p^{2}}<0$ and $f^{\prime}\left(\frac{1}{2}\right)=$ $\frac{1}{(1-p)^{2} p^{2}} \frac{\delta B p^{2}}{n}>0$, which implies that $p^{*}$ where $f^{\prime}\left(p^{*}\right)=0$ belongs to $\left(0, \frac{1}{2}\right)$.

## B. Proof of Corollary 1

The proof follows similar to the proof of Theorem 1. The only difference is that, here,

$$
\begin{align*}
& \mathrm{E}\left[U_{j}\right]=\mathrm{E}\left[\sum_{i=1}^{B} \sum_{i^{\prime}=1}^{B} D_{i j} D_{i^{\prime} j}\left(x_{i j}-c_{i j}\right)\left(x_{i^{\prime} j}-c_{i^{\prime} j}\right)\right] \\
& =(2 p-1)^{2}\left(\sum_{i=1}^{B}\left(x_{i j}-c_{i j}\right)\right)^{2}+4\left(p-p^{2}\right) \sum_{i=1}^{B}\left(x_{i j}-c_{i j}\right)^{2} . \tag{26}
\end{align*}
$$

## C. Proof of Theorem 2

Following the same steps as the initial steps of proof of Theorem 1, we have

$$
\sum_{j=1}^{n}\left(\sum_{i=1}^{B} D_{i j}\left(x_{j i}-\hat{x}_{i j}\right)\right)^{2} \leq \sum_{j=1}^{n}\left(\sum_{i=1}^{B} D_{i j}\left(x_{i j}-\tilde{x}_{i j}\right)\right)^{2}
$$

Define $\mathbf{d}_{j}=\left[D_{1 j}, \ldots, D_{B j}\right]$. Note that $\mathbf{d}_{1}, \ldots, \mathbf{d}_{n}$ is a stationary first Markov process with state space $\mathcal{S}=\{0,1\}^{B}$ such that

$$
p\left(\mathbf{d}_{i} \mid \mathbf{d}_{1}, \ldots, \mathbf{d}_{i-1}\right)=p\left(\mathbf{d}_{i} \mid \mathbf{d}_{i-1}\right)=\prod_{j=1}^{B} p\left(d_{i j} \mid d_{(i-1) j}\right)
$$

where $p\left(d_{i j} \mid d_{(i-1) j}\right)$ agrees with the transition probability of the Markov chain used for generating the masks. Given $\mathbf{x}$ and $\mathbf{c}$, for $j=1, \ldots, n$, let $\varphi\left(\mathbf{d}_{j}\right)=\left(\sum_{i=1}^{B} D_{i j}\left(x_{i j}-c_{i j}\right)\right)^{2}$. Unlike in the proof of Theorem 1, $\varphi\left(\mathbf{d}_{1}\right), \ldots, \varphi\left(\mathbf{d}_{n}\right)$ are no longer independent. However, the expected values of $\varphi\left(\mathbf{d}_{j}\right)$ 's
are the same as those of $U_{j}$ 's, because the dependencies are in-frame. Therefore,
$\mathrm{E}\left[\varphi\left(\mathbf{d}_{j}\right)\right]=p^{2}\left(\sum_{i=1}^{B}\left(x_{i j}-c_{i j}\right)\right)^{2}+\left(p-p^{2}\right) \sum_{i=1}^{B}\left(x_{i j}-c_{i j}\right)^{2}$.
Similar to the proof of Theorem 1 , define events $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$, as (16) and 17), respectively. To bound $\mathrm{P}\left(\left(\mathcal{E}_{1} \cap \mathcal{E}_{2}\right)^{c}\right)$, we need to show the concentration of $\sum_{j=1}^{n} \varphi\left(\mathbf{d}_{j}\right)$ around its expected value. To achieve this goal, we use a result from [23], which is explained in Appendix A. To employ Theorem 5] note that since the Markov chain is assumed to be stationary, $\theta_{1}=\theta_{2}=$ $\ldots=\theta_{n-1}$. Therefore,

$$
\begin{align*}
M_{n} & =\max _{1 \leq i \leq n-1}\left(1+\theta_{i}+\theta_{i} \theta_{i+1}+\cdots+\theta_{i} \cdots \theta_{n-1}\right) \\
& =1+\theta_{1}+\theta_{1}^{2}+\theta_{1}^{3}+\cdots+\theta_{1}^{n-1} \\
& =\frac{1-\theta_{1}^{n}}{1-\theta_{1}} \tag{27}
\end{align*}
$$

To use Theorem 5 stated in Appendix A, let $c$ denote the Lipschitz coefficient of function $\varphi: \mathcal{S} \rightarrow \mathbb{R}$, defined earlier. Then, we have

$$
\begin{align*}
& \mathrm{P}\left(\frac{1}{n} \sum_{j=1}^{n} \varphi\left(D_{j}\right) \geq \frac{1}{n} \mathrm{E}\left[\varphi\left(D_{j}\right)\right]+B \rho^{2} \epsilon_{1}\right) \\
& \leq \exp \left(-\frac{n^{2} B^{2} \rho^{4} \epsilon_{1}^{2}}{2 n c^{2} M_{n}^{2}}\right) \\
& \leq \exp \left(-\frac{n B^{2} \rho^{4} \epsilon_{1}^{2}}{2 c^{2}}\left(1-\theta_{1}\right)^{2}\right) \tag{28}
\end{align*}
$$

and

$$
\begin{align*}
& \mathrm{P}\left(\frac{1}{n} \sum_{j=1}^{n} \varphi\left(D_{j}\right) \leq \frac{1}{n} \mathrm{E}\left[\varphi\left(D_{j}\right)\right]-B \rho^{2} \epsilon_{2}\right) \\
& \leq \exp \left(-\frac{n^{2} B^{2} \rho^{4} \epsilon_{2}^{2}}{2 n c^{2} M_{n}^{2}}\right) \\
& \leq \exp \left(-\frac{n B^{2} \rho^{4} \epsilon_{2}^{2}}{2 c^{2}}\left(1-\theta_{1}\right)^{2}\right) \tag{29}
\end{align*}
$$

where in deriving both bounds we have used the fact that $M_{n}=\frac{1-\theta_{1}^{n}}{1-\theta_{1}} \leq \frac{1}{1-\theta_{1}}$. To bound the Lipschitz constant $c$, note that for and $\mathbf{d}_{j}, \mathbf{d}_{j}^{\prime} \in\{0,1\}^{B}$, we have

$$
\begin{align*}
& \left|\varphi\left(\mathbf{d}_{j}\right)-\varphi\left(\mathbf{d}_{j}^{\prime}\right)\right| \\
& =\left|\left(\sum_{i=1}^{B} D_{i j}\left(x_{i j}-c_{i j}\right)\right)^{2}-\left(\sum_{i=1}^{B} D_{i j}^{\prime}\left(x_{i j}-c_{i j}\right)\right)^{2}\right| \\
& =\left|\sum_{i=1}^{B}\left(D_{i j}+D_{i j}^{\prime}\right)\left(x_{i j}-c_{i j}\right)\right| \cdot\left|\sum_{i=1}^{B}\left(D_{i j}-D_{i j}^{\prime}\right)\left(x_{i j}-c_{i j}\right)\right| \\
& \quad \text { (a) } 2 B \rho^{2} d_{H}\left(\mathbf{d}_{j}, \mathbf{d}_{j}^{\prime}\right) \tag{30}
\end{align*}
$$

where (a) follows because for all $\mathbf{x} \in \mathcal{Q},\|\mathbf{x}\|_{\infty} \leq \frac{\rho}{2}$. This implies that $c \geq 2 B \rho^{2}$. Finally, setting $\epsilon_{1}=\epsilon_{2}=\epsilon / 2$, and noting that $|\mathcal{C}| \leq 2^{B r}$ yields the desired result.

## D. Proof of Theorem 3

Again we follow the same steps as the initial steps of proof of Theorem 1 to derive $\sum_{j=1}^{n}\left(\sum_{i=1}^{B} D_{i j}\left(x_{j i}-\hat{x}_{i j}\right)\right)^{2} \leq$ $\sum_{j=1}^{n}\left(\sum_{i=1}^{B} D_{i j}\left(x_{i j}-\tilde{x}_{i j}\right)\right)^{2}$. As in the proof of Theorem 2 , define $\mathbf{d}_{j}=\left[D_{1 j}, \ldots, D_{B j}\right]$. Unlike the proof of Theorem 2 , here $\mathbf{d}_{1}, \ldots, \mathbf{d}_{n}$ are independent and identically distributed. Again similar to the proof of Theorem 11, given $\mathbf{x}$ and $\mathbf{c}$, for $j=1, \ldots, n$, define

$$
U_{j}(\mathbf{x}, \mathbf{c})=\left(\sum_{i=1}^{B} D_{i j}\left(x_{i j}-c_{i j}\right)\right)^{2}
$$

Note that $U_{1}(\mathbf{x}, \mathbf{c}), \ldots, U_{n}(\mathbf{x}, \mathbf{c})$ are independent random variables. Moreover, they are positive and bounded with the same upper bound as the one derived in (19). Therefore, we can still apply the Hoeffding's inequality and derive (20) and 21. The key difference now is that computing $\mathrm{E}\left[U_{j}(\mathbf{x}, \mathbf{c})\right]$ is more complex as the entries of $\mathbf{d}_{j}$ are not independent.

To compute $\mathrm{E}\left[U_{j}(\mathbf{x}, \mathbf{c})\right]$, define $\mu_{i j}=x_{i j}-c_{i j}$. Also, note that as before, $\mathrm{E}\left[D_{i j}^{2}\right]=\mathrm{E}\left[D_{i j}\right]=p$. Moreover,

$$
\begin{align*}
\mathrm{E}\left[U_{j}(\mathbf{x}, \mathbf{c})\right] & =\mathrm{E}\left[\left(\sum_{i=1}^{B} D_{i j}\left(x_{i j}-c_{i j}\right)\right)^{2}\right] \\
& =\sum_{i_{1}=1}^{B} \sum_{i_{2}=1}^{B} \mathrm{E}\left[D_{i_{1} j} D_{i_{2} j}\right] \mu_{i_{1} j} \mu_{i_{2} j} . \tag{31}
\end{align*}
$$

Without loss of generality, assume that $i_{1}<i_{2}$. Then, $\mathrm{E}\left[D_{i_{1} j} D_{i_{2} j}\right]=\mathrm{P}\left(D_{i_{1} j}=D_{i_{2} j}=1\right)=\mathrm{P}\left(D_{i_{1} j}=\right.$ 1) $\mathrm{P}\left(D_{i_{2} j}=1 \mid D_{i_{1} j}=1\right)$. To compute $\mathrm{P}\left(D_{i_{2} j}=1 \mid D_{i_{1} j}=\right.$ 1), we need to compute $\left(i_{2}-i_{1}\right)$-th order transition probability of the Markov chain. The transition kernel of the Markov chain can be written as

$$
P=\left[\begin{array}{cc}
1-q_{0} & q_{0} \\
q_{1} & 1-q_{1}
\end{array}\right]
$$

Let $Q=\left[\begin{array}{cc}1 & -q_{0} \\ 1 & q_{1}\end{array}\right]$, and let $\alpha=1-q_{0}-q_{1}$. Then,

$$
\Pi=Q\left[\begin{array}{ll}
1 & 0  \tag{32}\\
0 & \alpha
\end{array}\right] Q^{-1}
$$

Using this representation, the $k$-th order transition probability of this Markov chain can be written as

$$
\Pi^{k}=\frac{1}{q_{0}+q_{1}}\left[\begin{array}{ll}
q_{1} & q_{0}  \tag{33}\\
q_{1} & q_{0}
\end{array}\right]+\frac{\alpha^{k}}{q_{0}+q_{1}}\left[\begin{array}{cc}
q_{0} & -q_{0} \\
-q_{1} & q_{1}
\end{array}\right]
$$

Therefore, for $k=1, \ldots, n-i$

$$
\mathrm{P}\left(D_{(i+k) j}=1 \mid D_{i j}=1\right)=\frac{q_{0}+\alpha^{k} q_{1}}{q_{0}+q_{1}}=p+(1-p) \alpha^{k}
$$

Thus,

$$
\begin{align*}
& \mathrm{E}\left[U_{j}(\mathbf{x}, \mathbf{c})\right]=\sum_{i_{1}}^{B} \sum_{i_{2}}^{B} \mathrm{E}\left[D_{i_{1} j} D_{i_{2} j}\right] \mu_{i_{1} j} \mu_{i_{2} j} \\
& \quad=\sum_{i_{1}}^{B} \sum_{i_{2}}^{B} p\left(p+(1-p) \alpha^{\left|i_{1}-i_{2}\right|}\right) \mu_{i_{1} j} \mu_{i_{2} j} \\
& \quad=p^{2}\left(\sum_{i}^{B} \mu_{i j}\right)^{B}+p(1-p) \sum_{i_{1}}^{B} \sum_{i_{2}}^{B} \alpha^{\left|i_{1}-i_{2}\right|} \mu_{i_{1} j} \mu_{i_{2} j} \\
& \quad=p^{2}\left(\sum_{i}^{B} \mu_{i j}\right)^{B}+p(1-p) \boldsymbol{\mu}_{j}^{T} \Lambda \boldsymbol{\mu}_{j} \tag{34}
\end{align*}
$$

where $\boldsymbol{\mu}_{j}=\left[\mu_{1 j}, \ldots, \mu_{B j}\right]^{T}$ and $\Lambda$ is defined in (12). Therefore, $\mathrm{E}\left[U_{j}(\mathbf{x}, \mathbf{c})\right]$ can be upper- and lower-bounded as

$$
\begin{equation*}
\mathrm{E}\left[U_{j}(\mathbf{x}, \mathbf{c})\right] \leq p^{2}\left(\sum_{i=1}^{B} \mu_{i j}\right)^{2}+p(1-p) \lambda_{\max }(\Lambda)\left\|\boldsymbol{\mu}_{j}\right\|_{2}^{2} \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left[U_{j}(\mathbf{x}, \mathbf{c})\right] \geq p^{2}\left(\sum_{i=1}^{B} \mu_{i j}\right)^{2}+p(1-p) \lambda_{\min }(\Lambda)\left\|\boldsymbol{\mu}_{j}\right\|_{2}^{2} \tag{36}
\end{equation*}
$$

Define,

$$
\mathcal{E}_{1}=\left\{\sum_{j=1}^{n} U_{j}(\mathbf{x}, \mathbf{c}) \geq \sum_{j=1}^{n} \mathrm{E}\left[U_{j}(\mathbf{x}, \mathbf{c})\right]-B \rho^{2} \epsilon_{1}, \forall \mathbf{c} \in \mathcal{C}\right\}
$$

and

$$
\mathcal{E}_{2}=\left\{\sum_{j=1}^{n} U_{j}(\mathbf{x}, \tilde{\mathbf{x}}) \leq \sum_{j=1}^{n} \mathrm{E}\left[U_{j}(\mathbf{x}, \tilde{\mathbf{x}})\right]+B \rho^{2} \epsilon_{2},\right\}
$$

respectively. As explained earlier, we the bounds in 20) and (21) still hold here too. Therefore, the lower bound on $\mathcal{E}_{1} \cap \mathcal{E}_{2}$ is the same as before. But conditioned on $\mathcal{E}_{1} \cap \mathcal{E}_{2}$, employing the bounds in (35) and 36, it follows that

$$
\begin{aligned}
& \frac{p(1-p) \lambda_{\min }(\Lambda)}{n}\|\mathbf{x}-\hat{\mathbf{x}}\|_{2}^{2} \\
& \leq \\
& \quad \frac{p(1-p) \lambda_{\max }(\Lambda)}{n}\|\mathbf{x}-\tilde{\mathbf{x}}\|_{2}^{2}+\frac{p^{2}}{n}\left\|\sum_{i=1}^{B}\left(\mathbf{x}_{i}-\tilde{\mathbf{x}}_{i}\right)\right\|_{2}^{2} \\
& \quad+B \rho^{2} \epsilon_{1}+B \rho^{2} \epsilon_{2} \\
& \leq \frac{p(1-p) \lambda_{\max }(\Lambda)+p^{2} B}{n} \delta+B \rho^{2} \epsilon
\end{aligned}
$$

where the last line follows by setting $\epsilon_{1}=\epsilon_{2}=\frac{\epsilon}{2}$.

## E. Proof of Corollary 2

According to the Gershgorin circle theorem [24], since all the diagonal entries of $\Lambda$ are equal to one, every eigenvalue of $\Lambda$ lies within at least one of the Gershgorin discs. These discs are all centered at one and have radii equal to

$$
r_{i}=\sum_{j \neq i} \Lambda_{i j}
$$

for $i=1, \ldots, B$. Therefore,

$$
1-\max _{i} r_{i} \leq \lambda_{\min }(\Lambda) \leq \lambda_{\max }(\Lambda) \leq 1+\max r_{i}
$$

But

$$
\max r_{i} \leq 2\left(\alpha+\alpha^{2}+\ldots\right)=\frac{2 \alpha}{1-\alpha}
$$

Therefore,

$$
\frac{1-3 \alpha}{1-\alpha} \leq \lambda_{\min }(\Lambda) \leq \lambda_{\max }(\Lambda) \leq \frac{1+\alpha}{1-\alpha}
$$

Inserting these bounds in the result of Theorem 3 yields the desired result.

## VI. Conclusion

In this paper, we have theoretically studied the performance of SCI systems under different types of binary masks. Prior art had characterized the theoretical performance of SCI systems under i.i.d. Gaussian masks. However, in practice the masks are rarely i.i.d. Gaussian. In many applications, the masks are binary-valued. Moreover, there have been results in the literature on optimizing binary masks such that the performance of SCI system is optimized. In this paper, we have characterized the performance of SCI systems under three different models for binary masks. Our results theoretically confirm the observations in the literature that for i.i.d. binary masks to optimize the performance the probability of 1 s should be smaller than 0.5.

## Appendix A

## Concentration Inequalities for Dependent Random Variables

Here, we briefly review the key results of [23] which we use in proving Theorem 2. Consider a collection of random variables $\left(X_{i}\right)_{1 \leq i \leq n}$ taking values in a countable space $\mathcal{S}$. Assume $X_{i}$ are the coordinate projections defined on the probability space $(\mathcal{S}, \mathcal{F}, \mathrm{P})$. Let $\mathcal{S}^{n}$ be equipped with the Hamming metric $d: \mathcal{S}^{n} \times \mathcal{S}^{n} \rightarrow[0, \infty)$, defined as $d_{\mathrm{H}}(x, y) \doteq \sum_{i=1}^{n} \mathbb{1}_{\left\{x_{i} \neq y_{i}\right\}}$. Let E denote expectation with respect to P . Also, given two random variables $Y$ and $Z$, let $\mathcal{L}(Z \mid Y=y)$ denote the conditional distribution of $Z$ given $Y=y$.

For the metric probability space denoted as $\left(\mathcal{S}^{n}, d_{\mathrm{H}}, \mathrm{P}\right)$, we define the following mixing coefficients. For $1 \leq i<j \leq n$, let

$$
\begin{equation*}
\bar{\eta}_{i j} \doteq \sup _{y^{i}-1 \in \mathcal{S}^{i-1}, w, \hat{w} \in \mathcal{S}} \eta_{i j}\left(y^{i-1}, w, \hat{w}\right) \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
& \eta_{i j}\left(y^{i-1}, w, \hat{w}\right) \\
& \doteq=\left\|\mathcal{L}\left(X_{j}^{n} \mid X^{i}=y^{i-1} w\right)-\mathcal{L}\left(X_{j}^{n} \mid X^{i}=y^{i-1} \hat{w}\right)\right\|_{\mathrm{TV}} \tag{38}
\end{align*}
$$

Note that $\eta_{i j}\left(y^{i-1}, w, \hat{w}\right) \leq 1$. Define an $n \times n$ uppertriangular matrix $\Delta_{n}$ (it only considers the previous value in a sequence) such that

$$
\left(\Delta_{n}\right)_{i j}= \begin{cases}1, & \text { if } i=j  \tag{39}\\ \bar{\eta}_{i j}, & \text { if } i<j \\ 0, & \text { otherwise }\end{cases}
$$

Observe that the (usual $l_{\infty}$ ) operator norm of the matrix $\Delta_{n}$ is given explicitly by $\left\|\Delta_{n}\right\|_{\infty}=\max _{1 \leq i \leq n} H_{n, i}$, where, for
$1 \leq i \leq n-1, H_{n, i} \doteq\left(1+\bar{\eta}_{i, i+1}+\cdots+\bar{\eta}_{i, n}\right)$. For $i=n$, $H_{n, n}=1$ [23].

Using these definitions, the desired concentration result can be expressed as follows.

Theorem 4 (Theorem 1.1 in [23]). Suppose $\mathcal{S}$ is a countable space, $\mathcal{F}$ is the set of all subsets of $\mathcal{S}^{n}, \mathrm{P}$ is a probability measure on $\left(\mathcal{S}^{n}, \mathcal{F}\right)$ and $\varphi: \mathcal{S}^{n} \rightarrow \mathbb{R}$ is a $c$-Lipschitz function (with respect to the Hamming metric) on $\mathcal{S}^{n}$ for some $c>0$. Then for any $t>0$,

$$
\begin{equation*}
\mathrm{P}\{\|\varphi-\mathrm{E} \varphi\| \geq t\} \leq 2 \exp \left(-\frac{t^{2}}{2 n c^{2}\left\|\Delta_{n}\right\|_{\infty}^{2}}\right) . \tag{40}
\end{equation*}
$$

For the particular case when $\left(X_{1}, \ldots, X_{n}\right)$ is a (possibly inhomogeneous) Markov chain, the bound in Theorem 4 simplifies further. More precisely, given any initial probability distribution $p_{0}(\cdot)$ and stochastic transition kernels $p_{i}(\cdot \mid \cdot)$, $1 \leq i \leq n-1,1 \leq i \leq n$, let the probability measure P on $\mathcal{S}^{n}$ be defined by

$$
\begin{equation*}
\mathrm{P}\left\{\left(X_{i}, \ldots, X_{i}\right)=\mathbf{x}\right\}=p_{0}\left(x_{1}\right) \prod_{j=1}^{i-1} p_{j}\left(x_{j+1} \mid x_{j}\right) \tag{41}
\end{equation*}
$$

for any $1 \leq i \leq n$ and any $\mathbf{x}=\left(x_{1}, \ldots, x_{i}\right) \in \mathcal{S}^{i}$. Moreover, for $1 \leq i \leq n-1$, let $\theta_{i}$ denote the $i$ th contraction coefficient of the Markov chain defined as

$$
\begin{equation*}
\theta_{i} \doteq \sup _{x^{\prime}, x^{\prime \prime} \in \mathcal{S}}\left\|p_{i}\left(\cdot \mid x^{\prime}\right)-p_{i}\left(\cdot \mid x^{\prime \prime}\right)\right\|_{\mathrm{TV}} \tag{42}
\end{equation*}
$$

for $1 \leq i \leq n-1$, and define

$$
\begin{equation*}
M_{n} \doteq \max _{1 \leq i \leq n-1}\left(1+\theta_{i}+\theta_{i} \theta_{i+1}+\cdots+\theta_{i} \cdots \theta_{n-1}\right) \tag{43}
\end{equation*}
$$

Then Theorem 4 can be simplified as follows.
Theorem 5 (Theorem 1.2 from [23]). Suppose that P is the Markov measure on $\mathcal{S}^{n}$ described in (41) and $\varphi: \mathcal{S}^{n} \rightarrow \mathbb{R}$ is a c-Lipschitz function (with respect to the Hamming metric) on $\mathcal{S}^{n}$ for some $c>0$. Then for any $t>0$,

$$
\begin{equation*}
\mathrm{P}\{\|\varphi-\mathrm{E} \varphi\| \geq t\} \leq 2 \exp \left(-\frac{t^{2}}{2 n c^{2} M_{n}^{2}}\right) \tag{44}
\end{equation*}
$$

where $M_{n}$ is defined in (43).
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