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Abstract 

T h e  Hyper-Geometric Distr ibut ion software reliabili- 
t y  growth Model  ( H G D M )  has  been used f o r  est imating 
the number  of ini t ial  f au l t s  in a software program. An- 
other impor tan t  problem in the  software development 
process is t o  de t e rmine  w h e n  t o  stop tes t ing and release 
the software. I n  th i s  paper,  we  investigate the  opt imal  
release policies m in imi z ing  the  total  expected software 
cost wi th  a scheduled software delivery t i m e  for  t he  
H G D M .  T h e  total  expected software cost includes the  
penalty cost which should be paid by the  manu fac turer  
i f  the  software is delivered af ter  the scheduled delivery 
t ime .  T h e  m a i n  result  is tha t  t he  opt imal  release t i m e  
can be determined and shown  t o  be f ini te .  Numer i -  
cal examples i l lustrating the opt imal  software release 
problem are also presented. 

1. Introduction 
In recent years, computer systems have been wide- 

ly applied for the control.of many complex and crit- 
ical systems, such as nuclear reactors, space shuttles, 
chemical plants, etc. The breakdown of a comput- 
er system, caused by software faults, may result in 
tremendous damage for social life. Therefore, it is 
very important to  develop a highly reliable software 
system, and software reliability is one of the key is- 
sues in the software product development. In the lit- 
erature, many Software Reliability Growth Models (S- 
RGMs) have been developed (e.g., Goel and Okumoto 
[l], Musa and Okumoto [2], Ohba [3], Yamada et al. 
[4] and Tohma et al. [5]). The SRGMs are usually 
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used to  estimate the number of remaining faults and 
the software reliability. However, another importan- 
t problem is to  determine when to  stop testing and 
release the software. 

In general, the longer the software is tested, the 
more reliable it will be. However, the delay in the test 
period will cause additional cost and the late release 
for operational use will also lead to  the users' dissatis- 
faction. Therefore, it is important to  determine when 
to  stop testing and release the software from the cost- 
benefit viewpoint. Such decision problem is called an 
optimum software release problem, and it has been s- 
tudied by Okumoto and Goel [6], Koch and Kubat [7], 
Yamada et al. [8], Kapur and Garg [9], Ross [lo], etc. 
In [6], Okumoto and Goel addressed the optimum re- 
lease problem considering the cost-benefit of the soft- 
ware. However, the model excludes penalty cost due 
to  delay for a scheduled time. It is usually assumed 
that  the additional penalty cost should be paid if a 
software is released after the scheduled delivery time. 
Therefore, the optimal release policies minimizing the 
total expected software cost with a scheduled software 
delivery time have been investigated [7-91. 

The Hyper-Geometric Distribution software relia- 
bility growth Model (HGDM) for estimating the num- 
ber of initial faults has been proposed and studied by 
Tohma et al. [ll-121 and Jocoby et al. [13-141. In 
their papers, they usually assume the learning curve 
of the HGDM is linear. However, the linear learning 
curve assumption seems not realistic in some applica- 
tions. Traditionally, the exponential or the S-shaped 
curve is commonly used to  interpret human learning 
process. Therefore, the HGDM with the exponential 
or the S-shaped learning curve has been proposed by 
Hou et al. [15]. 

In this paper, we will discuss the optimal software 
release policies minimizing the total expected software 
cost with a scheduled delivery time for the HGDM 
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with various learning curves. A brief review of the 
HGDM with various learning curves is given in Sec- 
tion 2. The software cost model including penalty cost 
is introduced in Section 3.  The  optimal software re- 
lease policies with the scheduled delivery time are dis- 
cussed in Section 4. Numerical results are presented 
for illustration in Section 5 followed by the conclusions 
in Section 6. 

2. HGDM with Various Leaning Curves 

In this section, we will briefly review the Hyper- 
Geometric Distribution software reliability growth 
Model (HGDM) [14] and the concept of applying var- 
ious learning curves t o  the HGDM [15]. 

2.1. HGDM 

In the software development process, programmers 
first debug their products by themselves. After this 
preliminary debugging, the products will be passed t o  
test workers for further test-and-debugging. In gen- 
eral, a program is assumed t o  have m initial faults 
when the test-and-debugging stage begins. The col- 
lection of test operations performed in a day or a week 
is called a “test instance”. Test instances are denot- 
ed by t i ,  i = 1 , 2 , .  . . , n in accordance with the order 
of applying them. The  “sensit ivity factor”,  wi, rep- 
resents how many faults are discovered by the appli- 
cation of the test instance t i .  Especially, each fault 
will be classified into one of the two categories, newly 
discovered faults or rediscovered faults. Note that  
the number of newly detected faults a t  the application 
of the i th test instance is not necessarily equal to wi. 

Considering the application of t i ,  let Ci-1 be 
the number of faults already detected so far by 
t l ,  t a , .  . . , t i-1 and Ni be the number of faults newly 
detected by t i .  Then, some of the wi faults may be 
those that  already counted in Ci-1, and the remain- 
ing wi faults account for the newly detected faults. 
With the assumption that  new faults will not be in- 
serted int,o the program while correction is being per- 
formed, the conditional probability Prob(Ni = xi I 
m, wi, Ci-1) can be formulated as 

where Ci-1 = ~ ~ ~ ‘ , X k ,  CO = 0,  and xk is an ob- 
served instance of N k .  The expected value of Ci de- 
noted by ECi is [14] 

~ 
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where pi = wi/m. 
In general, wi is usually defined as follows [14]: 

wi = mu;(&+ b ) ,  with (2) 
ui = {number of testers(i) or computer time(i) or 

number of test items(;)}, 

where a > 0 and i represents the ith test instance. 

2.2. HGDM with Exponential or Logistic 
Learning Factor 

The HGDM usually assumes that  the learning curve 
of testers’ skill involved in wi is linear [14]. However, 
the assumption of the linear learning curve seems not 
realistic in some applications. Traditionally, the ex- 
ponential or the S-shaped curve is commonly used to  
interpret human learning process. Therefore, we con- 
sider two wi functions based on the exponential and 
the S-shaped learning curve, respectively [15]. 

The first wi function is 

wi = mp,,(l - e - a i ) ,  a > 0, o < p, ,  5 1, (3) 

which is called the “exponential  learning factor”. The 
second wi function is 

which is called the “logistic learning factor”.  
In this paper, we will discuss the optimal software 

release policies minimizing the total expected software 
cost with a scheduled software delivery time for the 
HGDM with the exponential and the logistic learning 
factors, respectively. 

3. Software Cost Model 

Okumoto and Goel [6] have investigated the soft- 
ware optimum release policies from the cost-benefit 
viewpoint. The  software cost model proposed by Oku- 
mot0 and Goel [6] consists of the cost of testing the 
software before release, the cost of fixing faults during 
the testing phase, and the cost of fixing faults during 
the operational phase. However, the model excludes 
penalty cost due t o  delay for a scheduled time. In 
general, the additional penalty cost should be paid if 
a software is released after the scheduled delivery time. 
Considering the effect of cost penalty, the optimal re- 
lease policies minimizing the total expected software 
cost, with a scheduled software delivery time have been 



investigated [7-91. The  penalty cost function for the 
HGDM can be written as 

software release policies for the  HGDM with the expo- 
nential and the logistic learning factors, respectively. 

Since Cost(i) is the evaluation criterion, the opti- 
mum release problem is to  find an optimum release 
time I* of i which minimizes Eq.(6). Let 

(5) 
i < D;  
i 2 D;  { !;+csg(i-  D), 

c D ( i )  ZZ 

where 
cql c5 are nonnegative real numbers; 
D is the scheduled software delivery time (D 2 1); 
Co(i)  is the penalty cost function due to delay for the 
scheduled software release time. 

Besides, it is reasonable tha t  the longer delay the 
software is delivered, the more penalty cost should be 
paid by the manufacturer. Therefore] g ( i )  is usually 
assumed to  satisfy the following three conditions A l -  
A3. 

A l :  g ( 0 )  = 0. 

A2: g ( i )  is increasing in i. 

f(0) = (c2 -c1 )m; 
f( i) = ( C 2  - c l ) m n f = l ( 1  -pj)+C3i+cD ( i ) ~  (7) 

i = 1 , 2 , . . ' ,  

and then minimizing Eq.(6) is equivalent t o  minimize 
Eq.(7). For convenience] let 

and 

A3: g ( i  + 1) + g ( i  - 1)  2 2g(i) for all i 2 1.  

For example, g ( i )  can be assumed to be proportion- 
al and exponential t o  the time interval between the 
scheduled software delivery time and the software re- 
lease time as follows [8], respectively. 

Since 

{ 
the following Lemma can be obtained. 

f(1) - f(0) = C 3  - (c2 - C1)mPl + CD(1); 
f(i + 1 )  - f ( i )=c3  - (CZ - cl)mPi+ln;, ,( l  - P j )  

+ C D ( ~ + I > - C D ( ~ ) ,  i = 1,2;. .  . 

(i) g ( i )  = i; 

(ii) g ( i )  = ihl  h > 1; 

(iii) g ( i )  = ehi - 1, h > 0. 

Lemma 1. Assume c2 > c1 > 0 and c3 > 0. For 
i = 0 , 1 , 2 , .  . we have: 

(i) if C*(i  + 1 )  > 6 ( i  + l ) ,  then f(i + 1)  > f(i); 

(ii) if C*(i + 1) < 6 ( i  + l ) ,  then f ( i  + 1) < f(i); 
Including penalty cost, the total expected software 

cost for the HGDM is given by 

where 
Cost(i) is the total expected cost when the software 
is released at  the ith test instance time; 
c1 is the cost of fixing a fault during the testing phase; 
c2 is the cost of fixing a fault during the operational 

c3 is the cost of per unit time of software testing. 
In the following section, we will determine the opti- 

mal release time I* of i minimizing the total expected 
software cost Eq.(6) and prove that I* is finite. 

Phase (c2 > c l ) ;  

(iii) if C*(i + 1)  = 6 ( i  + l ) ,  then f(i  + 1 )  = f ( i ) ;  

where C*(i) and 6 ( i )  are defined in Eq.(8) and Eq.(9), 
respectively. 0 

From Eq.(5) and by simple calculation, the follow- 
ing Lemma can be obtained. 

Lemma 2. Suppose that g( i )  satisfies the conditions 
Al-A3, we have 

(i) CO(; + 1) - C D ( i )  2 CO(;) - C D ( i  - 1)  for i = 
1 , 2 , . . . , D -  l I D + 1 , . . . ;  

(ii) CD(D + 1) - C o ( 0 )  > CD(D)  - C D ( D  - 1)  if 
csg(1) > c4; 

c5g(l) = c4; 

csg(1) < c4. 

4. 
Delivery Time 

Optimal Release Policies with Scheduled 
(iii) C D ( D  + 1) - C o ( D )  = CD(D) - CD(D - 1)  if 

To determine the optimal release time for a software 
system with a scheduled delivery time seems very in- (iv) CD(D + 1 )  - C o ( D )  < CD(D) - C D ( D  - 1) if 

0 teresting. In this section, we will discuss such optimal 
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To determine the optimal release time I * ,  we need 
some properties of 6 ( i ) .  In the following, the value 
of 6 ( i  + 1) - 6 ( i )  will be evaluated, and then some 
properties of 6 ( i )  can be obtained. 

For convenience, let 

and then 

6(2) - S(1) = A(1); 
z + 1) - 6( i) = A(  i) nf=: (1 - p j  ) , i = 2 , 3 ,  . . . . (11) {ac. 

Define 
I = in f ( i  2 1 : A(i) < 0). (12) 

For the exponential and logistic learning factors, we 
have the following Lemmas, respectively . 

Lemma 3. If pi = pLT( l  - e-ai), then: 

(i) 6 ( i )  5 6 ( i  + 1) for 1 5 i 5 I - 1; 

(ii) 6 ( i )  > 6 ( i  + 1) for i 2 I ;  

where I is defined in Eq.(12). 
Proof: Since pi = p L T ( l  - e-ai), A(i )  is decreasing 
in i [15] and l i m + m  A(i) = -p2 LT < 0. It means that  
I is finite and unique. From Eq. ( l l ) ,  this Lemma can 
be proved. U 

Lemma 4. If pi = p L T / ( l  + be-ai), then: 

(i) A(;) is decreasing for i 2 I ;  

(ii) S ( i )  5 6( i+1)  for 1 5 i 5 1-1 and 6 ( i )  > 6 ( i + l )  
for i 2 I; 

where I is defined in Eq.(12). 
Proof: From Eq.(lO), we have 

Therefore, 

Since a > 0, i.e., ( e - a  - 1) < 0, we have 

D(i )  < 0 if and only if 
b - bea + (pLT - l)e"(Z+') + (pLT  + l)e"("') > 0. 

Suppose that  A(?) < 0, by Eq.(13), we have 

b - be' + (pLT - qe4"+')  + ( p  L T  + l)ea(i'+2) 

=-(bea-b-pLT ea(i'+l) )+,a(i'+l) ( (pLT+l)ea  -1) > 0. 

That  is, A(? + 1) < A(;'). Therefore, by the defini- 
tion of I, A(i) is decreasing for i 2 1. Besides, by 
Eq . ( l l ) ,  we have 6(i)  5 S ( i  + 1) for 1 5 i 5 I - 1 and 

U 6 ( i )  > 6(i  + 1) for i 2 I .  

For convenience, we define 

I j  = inf( i  2 I : S ( i  + 1) 5 C*(i  + l ) ) ,  (14) 

and 

s = (0- 1 5 i 5 I- 1 : 6 ( i )  > C*(i) 
and 6 ( i +  l ) < C * ( i +  1)).  (15) 

If pi = pLT( l  - e-ai) or pi = pLT/ ( l  + be-"), 
then S ( i )  is decreasing in i, limi+m 6 ( i )  = 0, and 
C*(i + 1) 2 c3/[(c2 - cl)m] > O for all i 2 I .  I t  
is obvious that  I t  is finite. In the following main The- 
orem, we will determine the optimal release time I' 
and show that  it is finite. 

Theorem 1. Suppose that  g(i) satisfies the condition- 
s Al-A3. Ifpi = ~ ~ ~ ( l - e - ~ ~ )  or pi = pLT/(1+bepai), 
we have 

(I) i f c d 1 )  2 c4 
(i) if D > I ,  then I* E ( 0 , I j ) ;  

(ii) if D 5 I ,  then I* E S U (0, I j } ;  

(i) if D > I ,  then I* E (0, I,, D ) ;  
(ii) if D 5 I ,  then I' E S U (0, I j ,  D } ;  

(11) if Cgg(1) < c4 

where I ,  I,, and S are defined in Eq.(12), Eq.(14), 
Eq.( 15), respectively. 
Proof: Consider the following two cases for the rela- 
tionship between c5g(l)  and c4. 
Case (I): Cgg(1) 2 c4. 

From Eq.(5), we have 

C*(1)=. ' .=C*(D-l)<C'(D)5C'(D+1)5. . .<C*(m). - 

(16) 
If D > 1 and C * ( I )  2 6 ( 1 ) ,  by Lemma 2 and Lemma 
3 ,wehaveC*( i )  > S ( i ) f o r i =  1 1 2 , . . . , I - l , I + l , . . .  . 
B y L e m m a l , w e h a v e f ( O ) < f ( l ) <  . . .  < f ( I + l ) <  
f(1) < f(I + 1) < . . .. Tha t  is, the cost is minimum 
at i = 0. Therefore, I* = 0. 



If D > I and S ( 1 )  > C * ( I )  2 6(1), by Lemma 
2, Lemma 3, and Eq.(16), there exists two finite and 
unique integers IA (IA < I )  and I f  such that  

Corollary 1. Assume g ( i )  = i. I fp;  = pLT(l - e-a i )  
or pi = pLT/(l + be-ai), then I* E (0, I f ,  D - 1). 
Proof: If g ( i )  = i, we have 

C*(i) 2 S ( i )  f o r i  = 1,2, . . . , IA;  
C*(i) < S ( i )  for i = I A  + 1, I A  + 2, . . . , I j ;  

0, i = 0,1, . . . ,  D - 2; 
c D ( i  + 1) - c D ( i )  { '4, i = D - 1 ;  

~ 5 ,  i =  D , D + l , . . .  . C*(i) 2 6 ( i )  for i = I! + 1, If + 2 , .  . . . 

Therefore, by Lemma 1, we have Hence, if D 5 I ,  by the definition of S ,  we have 

D - 1, if S(D-l)>C*(D-1) and S(D)<C*(D); 
f(O) 5 f(l)  < ' "  5 f(IA); s={& otherwise. 
f ( I A ) > f ( I A + l ) > . . . > f ( I f ) ;  

By the same argument of Theorem 1, Corollary 1 can 
0 be obtained. f ( l f )  5 f(If + 1) 2 . . . . 

This means if f(0) 5 f ( I j ) ,  then I* = 0; otherwise, 
I* = I j .  Tha t  is I' E { O , I f } .  

If D > I and c*( I )  < 6(1), by L~~~~ 2,  L~~~~ 
3, and Eq.(16), we have 

In some applications, the penalty cost due t o  de- 
lay for the scheduled delivery time may be negligible. 
Therefore, we can consider the case c4 = c5 = 0.  

C*(i)  < S ( i )  for i = 1 , 2 , .  . . , If; 
C*(i) 2 S ( i )  for i = I f  + 1, I f  + 2 , .  . . . 

Corollary 2. Assume that  c4 = 0, c5 = 0 ,  and g ( i )  
satisfies the conditions A1-A3. If pi = pLT(l - e - a i )  
or pi = p L T / ( l  + b e - a i ) ,  then I* E (0, I j } .  That  is, if 
f(I*) < f(0) then I' = If; otherwise, I* = 0. Therefore, by Lemma 1, we have 

Therefore, I* = I f .  By the above argument and sim- 
ple arrangement, (i) of (I) of Theorem 1 holds. 

If D I I ,  there may exist some integers k's E { D - 
1, D - 2, . . . , I - 1) such that  

S(k) > C*(k)  and 6 ( k  + 1) 5 C*(k + 1). 

Let S as defined in Eq.(15), and then I* E S. 
Applying the same argument in the case D > I ,  

the remaining results of the case D 5 I can be ob- 
tained. Moreover, by simple arrangement, (ii) of (I) 
of Theorem 1 holds. 
Case (11): cgg(1) < c4. 

From Eq.(5), we have 

c*(l) 1 c*(2) = . . .  = C*(D - 1 )  5 C*(D); 
C*(D) > C*(D + 1); 
C*(D + 1) I C*(D + 2) 5 . . . . 

In fact, if c4 = c5 = 0 ,  then our cost model coin- 
cides with the cost model proposed by Okumoto and 
Goel [6]. On the contrary, in some applications, the 
penalty cost due t o  delay for the scheduled delivery 
time may be tremendous. Therefore, we can consider 
the case c5 --$ CO. 

Corollary 3. Assume that  c5 + 00 and g ( i )  satis- 
fies the conditions Al-A3. If pi = pLT(l - e-ai)  or 
pi = p L T / ( l  + we have 

(I) if D > I, then I* E (0, D}; 
(11) if D 5 I ,  then I* E (0,  D - 1, D}.  0 

In this section, we discuss the procedure of deter- 
mining the optimal software release time I* for the 
HGDM with the exponential and the logistic learn- 
ing factors, respectively. Especially, Theorem 1 shows 
that  I* is finite. Besides, some special cases of Co(i)  
are also discussed in above Corollaries. 

5. Numerical Examples 

In this section, we will use numerical examples to  
illustrate the optimal release policies for the HGDM 
with the exponential and the logistic learning factors, 
respectively. The data  used in this analysis are the 
test-and-debug data  of a software system [16]. The 
parameters of Cost(i) are cited from [6] as: c1 = 1$ 
per fault, c2 = 5$ per fault, c3 = 10$ per week, and 

Applying the same argument in Case ( I ) ,  then (11) of 
theorem 1 can be obtained. 0 

In the following, some special cases of Co(i) are 
discussed, respectively. 
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c4 = lo$. The various values of the software scheduled 
delivery time D are assumed t o  be 10 and 20. The 
various values of c5 in the penalty cost function Co(i) 
are assumed t o  be 1, 5, 10, 20, and 40. For simplicity, 
the following three cases of g ( i )  are considered. 

(i) g ( i )  = i; 

(ii) g ( i )  = i 2 ;  

(iii) g ( i )  = e' - 1. 

D = 10 
c5 I' I Cost ( I*)  
1 37 I 2766.75 

5.1. Exponential Learning Factor 

The least squared estimate of the parameters of the 
HGDM with the exponential learning factor are & = 
2300.8, 2 = 0.1206, and p j j  = 0.1602 [15]. Tables 1, 
2, and 3 shows relationships between the parameter 
c5 in the penalty cost function, the scheduled delivery 
time D ,  the optimal release time I * ,  and the total 
expected software cost Cost(I*) .  The g ( i )  functions 
are assumed to  be g ( i )  = i, g ( i )  = i2, and g ( i )  = 
e' - 1 corresponding t o  Tables 1, 2, and 3, respectively. 
Besides, assuming g ( i )  = i ,  the total expected costs 
for the various values of c5 are shown in Fig. 1 (where 
D = 10) and Fig. 2 (where D = 20), respectively. 

5.2. Logistic Learning Factor 

The least squared estimate of the parameters of 
the HGDM with the logistic learning factor are 6i = 
2313.4,Z = 0.3362, b = 5.5395, and p j ?  = 0.1363 [15]. 
Tables 4, 5, and 6 shows relationships between c5,  D ,  
I * ,  and Cos t ( I* ) .  The g ( i )  functions are assumed t o  
be g ( i )  = i ,  g ( i )  = i2, and g ( i )  = ei - 1 corresponding 
to  Tables 4, 5, and 6, respectively. Besides, assuming 
g ( i )  = i ,  the total expected costs for the various values 
of c5 are shown in Fig. 3 (where D = 10) and Fig. 4 
(where D = 20), respectively. 

From Tables 1-6, the following two phenomena can 
be observed. 

D = 20 

37 I 2756.75 
I* I Gost(I*) 

( 9  

(ii) 

(iii) 

5 
10 

The more the penalty cost increases, the more t,he 
optimal release time I* decreases. 

The more c5 increases, the more total expected 
cost Cost( I * )  increases but the optimal release 
time I' decreases. 

35 2868.99 35 2818.99 
33 2988.06 33 2888.06 

The optimal release times for the exponential 
learning factor and the logistic learning factor are 
very close. That, is, there is no significant. differ- 
ence between using the exponent.ia1 learning fac- 
tor and the logistic learning factor t o  determine 
the optimal release time. 

20 
40 

6. Conclusions 

We have discussed the optimal release policies for 
the HGDM with the exponential and the logistic learn- 
ing factors, respectively. The total expected software 
cost with a scheduled software delivery time is used its 
the criterion for determining the optimal release time. 
The finiteness of the optimal release time I* has al- 
so been proved. Besides, Corollary 2 shows that if 
c4 = c5 = 0 (the penalty cost due to  delay for the 
scheduled delivery time can not be occurred), then 
the optirnal release time belongs to { O , I j } .  On the 
contrary, Corollary 3 shows that  if c5 -+ CO, then the 
optimal release time belongs t o  (0, D - 1, D}. 

31 3205.81 31 3005.81 
28 3585.15 28 3185.15 

10 
20 

19 4506.71 24 3245.33 
16 5083.09 23 3350.65 

10 
20 

Table 2. I' and C o s t ( I * )  for the HGDM with the 
exponential learning factor when g ( i )  = i2. 

D = 1 0  D = 20 

I 

14 5518.44 I 22 3335.86 
13 5734.45 I 22 3399.75 

I I I 1  I 

40 I 14 I 5622.46 1 1  21 I 3431.65 

Table 3. I* and Cost ( I*)  for the HGDM with the 
exponential learning factor when g(z) = e t  - 1. 

D = 10 D = 20 

I I 

40 I 12 I 6021.14 I( 21 I 3460.39 
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Fig 1. Dependence of e5 on the total expected cost for 
the exponential learning fact,or with D=10. 
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Table 5. I' and C o s t ( I * )  for the HGDM with t.he 
logistic learning factor when y( i) = i2. 

Table 6. I" and C o s t ( I * )  for the HGDM with the 
logistic learning factor when g ( i )  =e' - 1,  

12OOO 

I ,  I I I I , .  I I  I 

20 40 Bo 80 100 0 

Release time 
Fig 2. Dependence of c5 on the total expected cost for 

the exponential learning factor with D=20. 

Table 4. I* and Cost(1') for the HGDM with the 
logistic learning factor when g ( i )  = i. 

1WW 
* B \ 

20 40 .SO 80 100 

Fig 3. Dependence of c5 on the tot.al expected cr,st. for 

0 

Release time 

the logistic learning factor with D=10. 
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Fig 4. Dependence of c5 on the total expected cost for 
the logistic learning factor with D=20. 
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