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Abstract—The Clock Constraint Specification Language
(CCSL) is a formal polychronous language based on the notion
of logical clock. It defines a set of kernel constraints that
can represent both asynchronous and synchronous relations.
It was originally developed as part of the UML Profile for
MARTE to express causal and temporal constraints of Real-
time and Embedded Systems. In this paper, we explore the
use of CCSL for modeling scheduling requirements and to
conduct schedulability analysis. For this purpose, a dedicated
scheduling library of CCSL has been built. This library is en-
dowed with a state-based operational semantics, and is applied
to solve issues related to schedulability analysis and latency-
insensitive design. We establish schedulability categories and
latency-insensitiveness property in the context of the semantics,
and solve those issues by using model checking techniques.
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I. INTRODUCTION

The Clock Constraint Specification Language (CCSL)[1]
has originally been defined as the time model of the UML
profile for Modeling and Analysis of Real-Time Embedded
systems (MARTE), expressing timing constraints between
events or operations. It captures essential causal and tempo-
ral notions from both synchronous and asynchronous specifi-
cations. Now, it has evolved beyond the timing specification
of MARTE models, and has become a full-fledged domain-
specific modeling language widely used in automotive and
avionics domains[2][3][4]. In this paper, we explore the
use of CCSL for scheduling. Whereas there were other
attempts[5][6] to use CCSL in scheduling at different design
phases, these works mainly focused on the modeling part,
the simulation and consistency validation. However, schedu-
lability analysis has not been thoroughly discussed. In this
paper, we mainly focus on the schedulability analysis of
CCSL specifications.

CCSL is based on logical clocks. A logical clock is not a
physical device that provides regular physical time intervals
(as a watch). It is instead an abstract measure unit, possibly
user-defined, by which durations and dates may be set or
measured as long as a sequence of occurrences (“ticks”)
on that clock can be observed or produced. In that sense a
logical clock largely corresponds to an abstract event (con-
sidered as a sequence of event occurrences), simply stressing
its temporal relevance and role in the design. A logical clock
needs not in any case be related to regular physical realities

(though it can). Logical clocks have first been introduced in
that context by synchronous languages[7]. They have been
widely been used in other domains ever since and proved to
provide a high degree of flexibility in modeling[8].

CCSL provides a set of kernel constraints to specify rela-
tions among clocks, considering both synchronous and asyn-
chronous aspects. Clocks and clock constraints can be used
to model scheduling issues: Tasks/jobs are associated with
clocks that represent their triggering conditions; scheduling
requirements (timed and functional causal relations between
tasks/jobs, constraints introduced by the execution platform,
resource limitations and scheduling expectations) are then
expressed as CCSL constraints among the corresponding
clocks. For scheduling purpose, we have built a new CCSL
library, which contains a set of clock constraints dedicated
to the scheduling domain. These constraints are endowed
with informal and formal state-based operational semantics
(called ccLTS). Some of them are selected from the kernel
set of CCSL constraints; some are newly defined; the others
are composed from existing constraints in the library.

Then a scheduling model of a system can be built as a
CCSL specification consisting of a set of clocks and clock
constraints (from the scheduling library). The specification
formally describes expected requirements and its behaviors
are solutions to the conjunction of all contained constraints.
A behavior is a sequence of steps, for each step (index),
several clocks are assigned to tick simultaneously at that
step; it can be regarded as a valid schedule of the system
if every clock proceeds as far as it is meant to. For each
step, the specification allows usually more than one choices
of ticking clocks satisfying its constraints. That is to say
a specification represents all the solution behaviors (thus
all the valid schedules), departing from each other by
choosing different set of clocks to tick at the same step
index. Schedulability for a given system can be decided by
checking which category a CCSL specification falls into:
• Category 1, the most favorable case, all clocks can

proceed as far as they are meant to, no matter what
choice is made. Scheduling is then just a matter of
choosing the “time placement” of tasks/jobs associated
with clocks, without worrying about bad consequences
(e.g., not enough time slots left for some tasks/jobs).

• Category 2, the least favorable case (unschedulable), bad



consequences cannot be avoided. Some (or all) clocks will
eventually be halted no matter what choice is made.

• Category 3 is in the middle, that some behaviors lead to
valid schedules, while others do not. Users then need to
be careful to pick on the valid solutions.

Very often, distinct schedules depart only from one another
in a non-essential way, by shifting the exact timing place-
ment they each assign to the same amount of clock ticks.
This property (that distinct totally ordered schedules can in
fact refer to the same partial order trace), called latency-
insensitiveness[9], can be used later in scheduling.

In this paper, we focus on the analysis of schedulability
and latency-insensitiveness. Generic examples are provided
to display typical phenomena to be taken into account. We
provide a label transition system based semantics, ccLTS, for
CCSL. Then, schedules can been seen as runs of a ccLTS,
the schedulability categories and latency-insensitive property
are formalized in the context of ccLTS. Another benefit of
the state-based semantics is that it brings the possibility
of using model-checking techniques in scheduling analysis.
We translate CCSL specifications into NuSMV models based
on ccLTS, express conditions for schedulability categories
and latency-insensitiveness in CTL formulas, and then check
them upon the translated NuSMV models.

The paper is constructed as follows: We discuss related
work in section II. The kernel of CCSL is briefly introduced
in section III. Then we explore the use of CCSL in models
for scheduling, and give the syntax and semantics of our
scheduling library in section IV. The schedulability issues
are discussed in section V. In section VI, we provide meth-
ods for detecting the schedulability categories and latency-
insensitiveness. Then we conclude the paper and discuss
future plans in section VII.

II. RELATED WORK

We have done some work on analysis of CCSL specifi-
cations, such as simulation[4], exhaustive verification[10]
and observer generation[11]. But this paper is the first
one targeting schedulability analysis. Besides CCSL, many
scheduling frameworks have indeed been introduced for
schedulability analysis and efficient scheduling generation.
We discuss the differences and similarities between our work
and them in the next paragraph. As an overview, we are not
trying to compete with these in the current paper, but to
provide an alternative method relying on a very different
formalism based on the notion of logical clock, i.e., CCSL.
We take full advantages of CCSL in modeling, such as the
flexibility provided by logical time, multi-form time bases,
unified expressing of both functional requirements and extra
performance constraints. This requires the extension of the
semantics of CCSL to provide a new model adequate for (1)
deciding whether a specification do admit at least one solu-
tion (schedulability), and, (2) computing one valid schedule,
without considering a potential criterion of optimality.

Most of the existing frameworks, e.g., timed au-
tomata [12][13], timed Petri nets [14][15], timed process
algebra [16], rely “physical-by-nature” timing. The distinc-
tive difference is that their systems are presented as syn-
chronously timed (on a single global continuous time), with
various timed events being constrained by value relations
between so-called clocks (a different notion from our logical
clocks in CCSL), which are devices measuring physical
time as it elapses. Thus, correspondence should rather be
between our logical clocks and the timed events. Data
flow graphs provide scheduling models where the initial
constraints are less on timing and more on dependencies or
on exclusive resource allocation. The resulting schedules are
almost always of modulo periodic nature, matching the CCSL
expressiveness. A possible schedule we provide, a sequence
of steps filled with simultaneous clock ticks, often falls into
the periodic nature too (state space of a CCSL specification
is finite while a schedule is usually infinite). The step can be
seen as a global ticking clock, and the scheduling decision
(which clock ticks at which step) then can be seen as
periodic binary word masks of the filteredBy constraint;
this corresponds to the binary word encoded schedule for the
firing of each actor in a data flow model. The relationships
between data flow graphs and CCSL is discussed in more
details in other works[17][18].

Our latency-insensitiveness can be regarded as a gener-
alization of the Mazurkiewicz trace theory and the con-
fluence in process algebra theory[19] to a synchronous
setting. It also seems closely related to the conflict-free
in Process Networks[20][21] and the weak endochrony in
SIGNAL[22]. They focus on the desynchronization from
synchronous models to asynchronous implementations, only
requiring that two states reached from a common state can
join in a common state again, what happened along the
different paths is not relevant. While our work concentrates
on the latency-insensitiveness between scheduling results,
the number of ticks for each clock is crucial. The mix of
synchrony and asynchrony and the clock terminations in
CCSL rise the complexity of our checking. In the future,
we want to inspect how relations between clocks can be
used to detect unschedulability and latency-insensitiveness
at construction time prior to building the full state space or
even syntactically without building the full state space at all.

III. A BRIEF INTRODUCTION TO CCSL

As already mentioned, clock ticks amount to event oc-
currences. Two event occurrences e and e′ may temporally
be: simultaneous/coincident, denoted as e ≡ e′, meaning
that the two occurrences occur (are always observed) at
the same time step; or one may precede the other one,
denoted as e ≺ e′, introducing a temporal ordering between
them. We also note e#e′ for not (e ≡ e′), and e ¹ e′ for
(e ≺ e′ or e ≡ e′). Note that causality intentions in design in



general allows relation ¹, when instantaneous/combinatorial
causality is also legible.

At the clock level (again, a clock being a sequence of
ticks/instants), two basic ordering relations are defined based
on the above ticking relations. First, on the synchronous
side, subClock: c subClock c′ iff ∀i, j : ci ¹ cj ∃k, l : (ci ≡
c′k) ∧ (cj ≡ c′l) ∧ (c′k ¹ c′l), ci being the ith tick of clock
c; this definition means that every tick of c has to occur
synchronously with a tick of c′, but not always the other way
around, so there are potentially more ticking instants in c′.
Moreover, this relation is order-preserving. Second, on the
asynchronous side, faster than (strictPre or causes, strictly
vs. weakly): c strictPre c′ iff ∀i, ci ≺ c′i; c causes c′ iff
∀i, ci ¹ c′i. faster than can a priori lead to unbounded drifts
between clocks (to check that the second clock does not tick
too early, we need to monitor how many ticks the first one
has performed “in advance”, just so it does not drop below
0, and this requires an integer in the course of simulation). In
frequent cases the specification provides an interval between
the clocks, so that we get bounded drifts. In addition to these
two clock relations, two other kernel relations, coincides and
exclusion, are defined by extending corresponding ticking
relations into clock level respectively. Kernel CCSL functions
that build new clocks from existing ones are also defined,
including union, intersect, wait, inf, sup, upto and concat
(we give their semantics in next section).

The expressiveness of the CCSL kernel library is lim-
ited, for instance by the lack of support for parameterized
constructs[23]. This is overcome by allowing new libraries
and user-defined constraints in order to fit the use for a
specific domain. In this paper, we build a library dedicated
to schedulability analysis.

IV. A CCSL LIBRARY FOR SCHEDULABILITY ANALYSIS

Scheduling theories rely on task/job models that suppos-
edly abstract real applications. In our view, the successive
timing values for characteristic feature of successive execu-
tions of a task/job can be seen as a logical clock. Scheduling
requirements based on numerous distinct parameters of tasks
(dispatch time, period, deadline, jitter. . . ) are essentially
constraints among corresponding clocks. Results of classical
scheduling algorithms are almost always of modulo periodic
nature (subClock design style with various filter masks).

A. CCSL scheduling model

We present primitive constraints first, explain their intu-
itive semantics and the reason to include them in the library.
• |c| denotes the length of clock c (number of ticks). Often,

tasks/jobs are assumed to execute infinitely. But users
should also be able to say that a task/job should execute
a specific finite number of times and then terminate
(static condition), or a task should terminate when some
condition is satisfied (dynamic condition). So we need
to consider finite clocks and their proper terminations.

Length limitation is modeled by |c| ≤ k, k ∈ N . |c| = ∞
when the clock is infinite. When we define constraints,
we take clock termination into account and apply time
ordering which encodes causality only where ticks are
defined (otherwise the causality is defeated).

• filteredBy uses an explicit mask to decide on each
new tick (of the superclock) whether it should be pre-
served or discarded in the subclock definition. A mask is
a binary word (with “1” meaning keep and “0” discard)
of length at least equal to the length of the superclock. It
preserves termination, and may create a finite clock from
an infinite one (if the mask is of finite length). In practice,
the mask is an ultimately periodic pattern, consisting of
an initialization prefix part and a repeated part. Periodic
subsystems or even periodically patterned ones fall into
this design style. Moreover, filteredBy also provides a
means to describe (full or partial) solutions to the system
ordering. When original requirements are themselves not
synchronously patterned, the results of scheduling are
often computed of that nature. Having a way to deal
with partial scheduling results inside the syntax of the
model itself is useful, as it allows solving approaches
by incremental time refinements. Common used forms
of filteredBy are extracted by suitable masks. delay_n
discards the n first ticks of its input clock.; wait_n only
ticks once, on the original nth tick of its input clock.

• upto takes two input clock arguments, and ticks with the
first one as long as the second has not started. It provides
a way to define dynamic terminations of clocks.

• concat takes two inputs and ticks with the first until
it (the first input) terminates, then starts ticking as the
second. This corresponds to sequential composition. It is
of real use only if its first clock input terminates, requiring
to check the lifespan of it (at least at run time).

• union (or intersect) has two inputs and creates a
new clock that ticks when at least one (or both) input
clocks do. They provide means to model merge and join.
Finite union requires the two clock arguments to be
finite, while intersect may produce a finite clock even
both arguments are infinite.

• sampledOn function is a mix of synchronous and
asynchronous spirit. It takes two input clocks and ticks
synchronously with the second, but only in case the first
input clock ticked since the previous tick of the second.
So, its role is essentially to record whether there was a
tick of the first clock since “last time”. This can be used
to model the classical data access problem, though it has
larger use. It create a finite clock if one of its inputs is.

• inf (or sup) takes two input clocks, and creates a new
clock that is faster (or slower) than both of the inputs. The
ith tick of the new clock is coincident with the earlier (or
later) of the ith tick of input clocks. inf provides an
infinite clock as soon as one arguments is infinite, while
sup provides a finite one as soon as one input is finite.



• The fundamental synchronous relation is the subClock
discussed above, restricting that the subclock can tick only
if its superclock does.

• exclusion relation specifies that the two clocks can
never tick at the same step. It expresses the exclusive
access to critical resources naturally.

• The basic asynchronous relations are the two versions of
fasterThan, the strictPre≺ and causes¹. They
both say that the first clock is quicker than the second
and |slower| ≤ |faster|. They express precedences, e.g.,
meeting a deadline, priority comparison. Their difference
is that when the index difference between the two clocks
is 0, the strict one forbids the tick of the second, while
the weak one allows.

• boundedDiff_i_j bounds an integer interval [i,j] to
the drift of two clocks, denoted as i ≤ left − right ≤
j. It can be viewed as an extension of fasterThan, not
restricting which clock is faster, but stating their index
difference cannot exceed the range. A clock in bounded
drift with a finite (resp. infinite) one is finite (resp. infinite)
as well. It can be used to express buffer size limitations,
transmission delay, jitter. . . . For instance, using 0 as the
left bound and buffer size as the right bound between two
write and read clocks.

• alternate indicates the alternate ticking of two clocks,
starting from the left one. It can model asynchronous
communications. A clock that alternates with a finite
(resp. infinite) one is finite (resp. infinite) as well.

The we provide some often used patterns of grouping
primitive constraints to express the scheduling concerns.
• We build a constraint called duration that has four

parameters, taskstart, taskend, measure and d. It says
that the execution duration of the task is less than “d”
units of the measure clock. It could be used to express a
deadline, the hard real time limit, using a physical clock
as measure clock.
duration(clock taskstart, taskend,measure; int d)

,
{

measure ≺ taskstart

taskend ≺ (measure delayedBy d)
• Constraint repetition is defined to model successive

occurrences of an event, with a repetition rate (nominal
duration) and a jitter.
repetition(clock task, measure; int rate, jitter)

,
{

standard = measure filteredBy (1.0rate−1)ω

−jitter ≤ standard− task ≤ jitter
• Constraint sporadicity states that a task is invoked

randomly but with a minimum inter-invocation interval.
sporadicity(clock task, measure; int interval)

,





standard = measure filteredBy (1.0rate−1)ω

0 ≤ measure− c ≤ 1
measure ≺ (task wait 1)

B. State-based operational semantics
We define a label transition system ccLTS to express the

operational semantics of CCSL. It is explicitly defined for

only primitive constraints, since composed constraints are
defined by grouping primitive ones with composition rules.
Definition 1. A ccLTS is a tuple L =< S, Clocks, T, ŝ >,
• S is a set of states and ŝ ∈ S is the initial state.
• Clocks is a finite set of clock names, its powerset is

denoted as ClockSets.
• T ⊆ S × ClockSets × S defines the transition relation,

each transition is labeled by a set of clocks that tick
simultaneously in that step. (s, C, s

′
) ∈ T is also denoted

as s
C−−→T s

′
simply or s

C−−→ s
′

if clear from context.
A ccLTS is deterministic iff ∀s ∈ S, (s C−−→ s1 ∧ s

C−−→
s2) ⇒ (s1 = s2). A path of a ccLTS is a sequence of
transitions, either finite or infinite, ρ = s0

C0−−→ s1
C1−−→

· · · Ck−1−−−→ sk · · · . A run is a path from the initial state, and
its trace is the series of transition labels: C0;C1; · · ·Ck; · · · .
We extend the transition relation to ⇒: s

M==⇒ sk iff there
exists a path from s0 to sk, and M is the union the transition
labels, M =

⊎i=k−1
i=0 Ci. The number of times that clock c

appears in M is denoted as M(c). We say s
′

is reachable
from s, if there exists s

M==⇒ s
′
. The set of states that are

reachable from s is noted as Reach(s).
One can easily build a ccLTS for a primitive clock

constraint, with Clocks as the set of involved clocks, and
transitions modeling the transformations allowed by the
constraint. Every state has a stutter transition s

∅−−→ s since
no constraint is violated or changed if no clock ticks. If
a state has no non-stutter outgoing transitions, it is called
a deadlock state. Due to page limitation, we only show the
ccLTSs of constraints used in the later examples in Figure 1.
Stutter transitions are not shown explicitly and please ignore
the boolean expressions on Term(c) right now (they are
discussed in section V-B).

A specification is a conjunction of constraints, so its
behavior has to respect all its constraints. Transitions from
two ccLTSs can be composed only if there is no conflict;
conflict here means violation of the conjunction, a common
involved clock ticks in one transition while does not in the
other.
Definition 2. Let Li = {Si, Clocksi, Ti, ŝi} for
i ∈ ζ, where ζ = {1, ..., n} is a finite index set, be
a set of ccLTSs, their composition is a synchronized
product, ||{Li}i∈ζ = {S,Clocks, T, ŝ}, where
S = S1×· · ·×Sn; ŝ = ŝ1×· · ·× ŝn; Clocks = Clocks1∪· · ·∪Clocksn;

∀i,j∈ζ(i 6=j),si

Ci−−→Ti
s
′
i,sj

Cj−−→Tj
s
′
j ,∀c∈Clocksi∩Clocksj ,c∈Ci⇔c∈Cj

(s1,...,sn)
C1∪···∪Cn−−−−−−−→(s

′
1,...,s′n)

The semantics of a specification is given by the runs of
its corresponding ccLTS, which is a composition result of
the ccLTSs of its constraints.

V. SCHEDULABILITY AND LATENCY-INSENSITIVE
ANALYSIS WITH THE CCSL SCHEDULING LIBRARY

TThe purpose of scheduling is to assign resources and
time slots to tasks so that all tasks are accomplished under
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Figure 1: ccLTS encodings of clock constraints

requirements. In that sense, a valid schedule in CCSL context
should be a sequence of steps where every clock ticks as far
as it is meant to (infinitely often or up to its proper termina-
tion). A number of concerns in CCSL schedulability analysis
are revealed by some generic examples in section V-A. Then
we give the formal definitions of schedulability classification
and latency-insensitiveness in section V-B.

A. Motivation examples

For simplicity, clock declarations and the stutter transi-
tions are ignored in their ccLTS graphs given in Figure 2.
Example 1. Specification S1 : c = b sup a,−1 ≤ b−a ≤ 1
belongs to category 1 introduced in the introduction. As
Figure 2(a) shows, no matter which choice is made, every
clock can tick infinitely often.
Example 2. If we specify clock c to be finite, whose
maximal length is 1, we get S2 : c = b sup a, −1 ≤
b−a ≤ 1, |c| ≤ 1. As Figure 2(b) shows, clock c cannot tick
since states s3, s4, s5, a and b cannot tick from s4 and s5.
But those “cannot tick anymore” are expected, called proper
terminations: for c, it is directly specified; for a and b, they
are dynamically derived: c = b sup a states that c ticks
together with the slower one of a and b. At state s4 (resp.
s5) clock b (resp. s5) is the slower one, so the termination
of c derives the termination of b (resp. a), then because of
the length match required by −1 ≤ b − a ≤ 1, a (resp.
b) also terminates. No matter which choice is made, every
clock can tick up to its proper termination.
Example 3. S3 : c = a union b, b strictPre d, c
alternate d, a strictPre b. Both a and c can tick
once, b can never tick, even through all of them are supposed
to infinite. This halt should be distinguished from the proper
termination. S3 is unschedulable.
Example 4. S4 : b subClock a, c = a wait_3, b
strictPre c, 0 ≤ b − c ≤ 2. At least one tick of
b should be chosen to tick before the third tick of a,
then c ticks together with the third tick of a and then
terminates properly. Clock b terminates properly when the
index difference between b and c reaches 2, and a ticks
infinitely. However, none of the constraints forbids a to tick
two times without one b. If b is not chosen in time, the
specification goes into state s3 where every clock gets halted.
Example 5. S5 : c = a union b, b strictPre d, 0 ≤
b−d ≤ 2, c alternate d is in category 3. Valid schedules
can be obtained only if users do not choose {a, c} when the
specification is in state s0.

Proper termination and halt should be distinguished al-
though they both act as “cannot tick anymore”. S2 belong
to category 1 while S3 is in category 2. Specification S1
should be regarded as latency-insensitive, since in each
valid schedule every clock ticks infinitely often, the only
difference is the exact step placement. While S2 is not
latency-insensitive: when it is in state s3, choosing {a}
or {b} is different. Choosing {a} will produce a valid
schedule that has two ticks of a and one tick for b and
c, while choosing b will allow two ticks of b, one tick for
a and one tick for c. The latency-insensitive criteria should
consider the amount of ticking times of finite clocks. The
schedulability categories and latency-insensitiveness will be
formally defined and discussed in next subsection, based on
a refined ccLTS (attaching proper termination information
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Figure 2: ccLTSs of example specifications

to states to distinguish proper terminations from halts).

B. Schedulability classification and latency-insensitiveness

We use predicate Term(c) to indicate the proper termi-
nation of c (ticked up to its length limit), which can be
statically specified or dynamically computed.
Definition 3. A refined ccLTS is a tuple rL =<
L, Terms, † >, where
• L =< S, Clocks, T, ŝ > is a basic ccLTS defined above,
• Terms is a set of termination predicates Terms =
{Term(c)|c ∈ Clocks},

• † : S → Φ is a function mapping S to Φ, where Φ is a
set of boolean formulas over Terms.

Sometimes the proper termination of a clock is defined in a
constraint. While sometimes, it cannot be decided by a single
constraint and is a global decision on several constraints. See
S2 as an example, the proper termination of c at state s3 is
explicitly stated by c = a wait_3, while the terminations
of b and a are not stated in any individual constraint; they
result from global decisions on the whole specification.
The † function provides a way to express the possibilities
of terminations symbolically for each constraint and to
determine the global decisions of the whole specification.
For each constraint, the † function definition should remain
consistent with the constraint semantics. A terminated clock
cannot occur in any further outgoing transition and cannot
come back to life either. For example, for c = c1 wait_n
in Figure 1(f), when c terminates at sn, there is no c labeling
on any further transitions and Term(c) is true in all further
states.

To make global decisions on a specification, the
boolean termination expressions should be intersected
along with the composition of individual ccLTSs, i.e., for
||{Ti}i∈ζ={1,...,n} = {S,Clocks, T, ŝ, T erms, †} (i ∈ ζ),

S,Clocks, T, ŝ are obtained by basic ccLTS composition
(definition 2), Terms = Terms1 ∪ · · · ∪ Termsn, and
∀s = (s1, ..., sn) ∈ S, †(s) = †1(s1) ∧ · · · ∧ †n(sn).
It is easy to see that the composition preserves the termina-
tion consistency rules described above. A clock c is properly
terminated at s only if Term(c) is assigned to true in every
evaluation that satisfies †(s), denoted as †(s) ⇒ Term(c).

A valid schedule, which requires every clock either to tick
infinitely often or up to its proper termination, is defined as:
Definition 4. Let ρ be a run of a specification, ρ = s0

C0−−→
s1

C1−−→ · · · Ck−1−−−→ sk · · · , the trace of ρ is a valid schedule
called ξ (or say the run ρ produces a valid schedule ξ),
iff ρ satisfies ∀i, j : 0 ≤ i ≤ j ≤ k,∀c ∈ Clocks, c 6∈
Cj ⇒ (†(si) ⇒ Term(c)). The ticking number of a clock
c ∈ Clocks in ξ is denoted as TNc(ξ). If c ticks infinitely
many times, then TNc(ξ) = ∞.

Recall that a run can be finite or infinite. We call a
finite run extendable if its last state has non-stutter outgoing
transitions. A run is maximal if it is infinite, or finite and
unextendable. Obviously, the trace of an extendable finite
run is not a valid schedule. And we cannot determine the
schedulability of a specification by extendable finite runs.
Definition 5. A CCSL specification falls into

• category 1 iff all maximal runs produce valid schedules.
• category 2 iff no run can produce a valid schedule.
• category 3 iff some maximal runs produce valid schedules

while others do not.

Definition 6. A specification is latency-insensitive if all its
reachable states satisfy the following conditions:
1. Determinism: s

C−−→ s1 ∧ s
C−−→ s2 ⇒ s1 = s2.

2. For each pair of outgoing transitions of s, s
C1−−→ s1, s

C2−−→
s2, ∃s′ that s1

C3−−→ s
′
, s2

C4−−→ s
′

and C1

⊎
C3 = C2

⊎
C4,

where
⊎

is the multi-set union.
Latency-insensitiveness leads to some delightful results to

be used in later on scheduling or simulating. Due to page
limitation, we only present the results here. Please check the
proofs in our technique report.
Proposition 1. If a specification is latency-insensitive, its
ccLTS satisfies that for any reachable state s ∈ S, if s

M1==⇒
s1 and s

M2==⇒ s2, then ∃s′ ∈ S, s1
M3==⇒ s

′
, s2

M4==⇒ s
′

and
M1

⊎
M3 = M2

⊎
M4.

Corollary 1.If a specification is latency-insensitive, then in
its ccLTS, if a deadlock state sd is reachable from the initial
state ŝ (ŝ M1==⇒ Sd), let s1 ∈ S, ŝ

C1−−→ s1, then s1
M2==⇒ sd

and M1 = C1

⊎
M2.

Theorem 1. Let Sched be the set of all the valid sched-
ules of a latency-insensitive specification, then ∀ξi, ξj ∈
Sched, ∀c ∈ Clocks, TNc(ξi) = TNc(ξj).
The theorem states that all the valid schedules of a latency-
insensitive specification depart from each other only by the
step placement of clock ticks. Knowing the schedulability
classification and latency-insensitiveness ahead can help



produce a schedule: If a specification belongs to category 1,
users can relax a little bit since no choice may ever cause bad
consequences; and the situation is event better for latency-
insensitive, users can pick choices freely at any step. If the
specification is category 2, any attempts to find a correct
schedule is useless. If category 3, users need to be careful
to avoid bad choices leading to invalid schedules.

VI. SCHEDULABILITY CATEGORY DETECTION AND
LATENCY-INSENSITIVE CHECKING

A CCSL specification represents all possible runs thus
all valid schedules; this allows the use of model-checking
for scheduling analysis. We choose NuSMV as the model-
checker. CCSL specifications are translated into NuSMV
models, conditions of category classification and latency-
insensitiveness are expressed as CTL formulas and checked
upon the NuSMV models.
CCSL to NuSMV The translation is a direct mapping
from ccLTS to FSM. It requires the state space of the
specification to be finite. So we demand that if a constraint
that may cause infinite state space (faster than, sup
and inf), is contained, there must be a boundedDiff
restricting finite drifts. Clocks and their termination predicts
are declared as boolean variables, for instance c : boolean,
c term : boolean, and they are evaluated during the execu-
tion according to the ccLTS semantics, c = TRUE means
that c ticks in that step and c term → c1 term corresponds
to Term(c) ⇒ Term(c1) in ccLTS. For translation details,
please check our technique report.
Schedulability classification It is not convenient to establish
the schedulability category from definition 5 directly since
it requires to build all maximal runs. So we consider it in
an equal but more easy checking way, through clock halts.
Definition 7. A clock c ∈ Clocks is halted at state
s ∈ S iff it cannot tick anymore since s is not properly
terminated at s, i.e., ∃Term(c) = 0 s.t. †(s) = 1 and
∀t ∈ Reach(s),∀s′ ∈ S,if t

C−−→ s
′
, then c 6∈ C. A state is

called clockhalt if some clocks are halted at this state.
The classification of schedulability amounts to the reach-

ability problem of clockhalt states, which are formulated as
ds :

∨
c∈Clocks(c.dead = FALSE ∧AG c = FALSE). A

specification falls into: category 1 iff no reachable clockhalt
state exists, formulated as AG ¬ds; category 2 iff clock
halt is inevitable AFds; category 3 if it does not satisfy the
above two conditions, that is some runs can reach clockhalt
states eventually while others do not.
Latency-insensitiveness checking Note that latency-
insensitiveness is not preserved by composition. Specifi-
cation S1 is latency-insensitive, while adding a latency-
insensitive constructor |c| ≤ 1, we get S2 which is not
latency-insensitive. It is also possible to build a latency-
insensitive specification from specifications which are not.
For instance, S5 is not latency-insensitive. By adding a
strictPre b, we get S3 which is latency-insensitive. And

unlike the weakly endochrony in SIGNAL[22] which checks
the property on state-less abstractions, latency-insensitive is
state dependent. Checking it from the syntactic constructors
in a compositional way is not straightforward. So, we define
an easy check sufficient condition for it. Please check its
proof in our report.
Theorem 2. A specification is latency-insensitive if:
1. Constraints upto, exclusion are not used.
2. Input clocks for union, intersect, concat, and
sampledOn are exclusive.
3. Any two clocks c1 and c2 that are involved in one clock
relation or are input clocks of one clock function satisfies:
for each reachable state s in its ccLTS, ∀s1, s2 ∈ S that
s

C1−−→ s1, s
C2−−→ s2, if c1 ∈ C1 ∧ c2 ∈ C2 ∧ c2 6∈ C1, then

∃s′ ∈ S that s1
C3−−→ s

′
, c2 ∈ C3 and c1 6∈ C3.

Condition 1 and condition 2 can be easily checked by
static analysis. Condition 3 is checked by the following CTL
formulas for each pair of clocks that are involved in one
clock relation or as input clocks of one clock expression.
AG((EX(c1 = true&c2 = false)&EX(c2 = true)))

→ (AX((c1 = true&c2 = false) → EX(c2 = true&c1 = false)))

& AG((EX(c1 = false&c2 = true)&EX(c1 = true))

→ (AX((c1 = false&c2 = true) → EX(c1 = true&c2 = false))))

VII. CONCLUSION AND FUTURE WORK

In this paper, we establish a scheduling library for CCSL
to easy its use in scheduling modeling and analysis. We
provide a state-based semantics ccLTS for it. Based on
that, we study how a general translation expanding the
semantics into an adequate model and provide a generic
way to do schedulability analysis. With the consideration
of some typical phenomenons during our practice, we define
the schedulability categories and latency-insensitive property
in CCSL scheduling. We believe the relevance of these
properties may beyond the specific context, to other cases
where a global total order (as a valid schedule) needs to
be calculated form local partial orders. In the future, we
may develop this work in several directions. First, a strict
subset of primitive clock constraints or some patterns of
compositions of clock constraints could be recognized; then
a simple syntactic restriction can be used as an efficient way
to build a latency-insensitive specification. Second, we could
trim the state space of a specification, then the remained part
would contain valid schedules only. Third, we are going to
check the efficiency of our methods by case studies. Finally,
our current transformation into NuSMV models requires the
assumption that the specification only uses operators with
bounded drift, i.e., operators represented with finite state
automaton. Safety analysis [24] allows deciding statically
that a CCSL specification is actually bounded (finite). Using
a similar technique would allow a greater class of CCSL
specifications to be handled with our technique.
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