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Abstract—API recommendation methods have evolved from
literal and semantic keyword matching to query expansion
and query clarification. The latest query clarification method
is knowledge graph (KG)-based, but limitations include out-
of-vocabulary (OOV) failures and rigid question templates.
To address these limitations, we propose a novel knowledge-
guided query clarification approach for API recommendation
that leverages a large language model (LLM) guided by KG.
We utilize the LLM as a neural knowledge base to overcome
OOV failures, generating fluent and appropriate clarification
questions and options. We also leverage the structured API
knowledge and entity relationships stored in the KG to filter out
noise, and transfer the optimal clarification path from KG to
the LLM, increasing the efficiency of the clarification process.
Our approach is designed as an AI chain that consists of
five steps, each handled by a separate LLM call, to improve
accuracy, efficiency, and fluency for query clarification in API
recommendation. We verify the usefulness of each unit in our AI
chain, which all received high scores close to a perfect 5. When
compared to the baselines, our approach shows a significant
improvement in MRR, with a maximum increase of 63.9% higher
when the query statement is covered in KG and 37.2% when it is
not. Ablation experiments reveal that the guidance of knowledge
in the KG and the knowledge-guided pathfinding strategy are
crucial for our approach’s performance, resulting in a 19.0% and
22.2% increase in MAP, respectively. Our approach demonstrates
a way to bridge the gap between KG and LLM, effectively
compensating for the strengths and weaknesses of both.

Index Terms—API recommendation, query clarification,
knowledge graph, large language model, out-of-vocabulary

I. INTRODUCTION

Application programming interface (API) recommendation
is the process of finding the right API from a library based
on a query statement [1]–[4]. Early methods used fuzzy
keyword matching to retrieve APIs that matched the literal
meaning of keywords such as the API name [5], requirement
description [6], and tags [2], [4]. However, this approach
was limited as it could not capture semantic relationships
between keywords. To address this limitation, deep learning
methods were proposed to capture semantic relationships [1],
[3]. However, these methods require query statements that

contain enough keywords to reflect the user’s needs. In prac-
tice, developers often provide initial query statements with
insufficient keywords to fully express their intent, which can
reduce the effectiveness of deep learning methods [7], [8].

To address the issue of insufficient keywords in initial
queries, query extension methods [9]–[11] are proposed, such
as Sequer [9], which retrieves query-related extension key-
words from a knowledge base and modifies or adds them
to the initial query statement. However, these methods may
produce negative extensions because it can be challenging
to fully express the user’s extension needs with only the
keywords from the initial query statement, and if the correct
extension keywords are not present in the knowledge base,
out-of-vocabulary (OOV [12]) failures can occur. For example,
Fig. 1-(a) shows an initial query statement “return stream
from generator in Java.” and a correct extension statement
that aligns with user needs is “return stream of pseudorandom
double values from generator in Java.”. The the correct exten-
sion keywords in this case are “pseudorandom double values”.
When using Sequer to extend the initial query statement,
it produces a set of extension statements that only involve
reorganizing the initial query and adding unrelated extension
keywords, such as “Java 8”, which are entirely irrelevant to
the correct extension statement, as shown in Fig. 1-(b).

Query clarification methods [10], [11] are better than query
extension methods at capturing the user’s needs through in-
teraction. These methods ask clarifying questions, provide
options to interact with the user, and refine the query statement
based on the user’s response. Deep learning-based query clar-
ification methods, such as ZaCQ [10], are particularly useful
for expressing the user’s intent. However, ZaCQ’s performance
depends on the diversity and size of the training data. If the
correct extension keywords are not present in the training
data set, OOV failures may still occur. Even if the extension
keywords are present in the training dataset, ZaCQ may
require multiple rounds of question clarification to accurately
capture the user’s intent and obtain the correct extension
keywords. ZaCQ does not account for the relationship between
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The poor extension statements: 
1. stream generator in Java
2. return stream from generator 
3. stream from generator in Java 
4. return stream from generator in Java 8 
5. return stream in Java 
6. return stream from generator in Java example 
7. return stream generator in Java 
8. return stream from generator in Java 
9. how to return stream from generator in Java 
10. return stream from generator Java 

Questioning aspect: event 
Question1: What do you want to do? 
Option:  
1. accept function 
2. create stream 
3. return stream 
4. return string 
5. sort list 
Answer1: return stream 

Questioning aspect: purpose 
Question2: which one are you interseted in return stream? 
Option:  
1. by searching 
2. of int values 
3. with buffer 
Answer2: of int values 

Questioning aspect: status 
Question3: which one is the Status of stream? 
Option:  
1. producing the given streamsize number of pseudorandom int values 
2. unlimited 
3. None of the above 
Answer3: producing the given streamsize number of pseudorandom int values 

The poor extension statement: returns a stream producing the given
streamsize number of pseudorandom int values from this generator. 

Question1: Are you interseted in returning stream for elemnts? 
Option:  
1. Yes 
2. No 
Answer1: No 

Question2: Are you looking to perform any of these actions? 
Option:  
1. generate 
2. read 
3. get 
4. return 
5. create 
6. None of these 
Answer2: return 

Question3: Are you interested in returning any of the following? 
Option:  
1. sequence of items 
2. stream 
3. version of java 
Answer3: stream 

Question4: Are you interested in what stream? 
Option:  
1. int 
2. double 
3. buffer 
Answer4: double 

Question5: Are you interested in what generator? 
Option:  
1. linear congruential 
2. pseudorandom 
3. xorshift 
Answer5: pseudorandom 

The correct extension statement: returns a stream producing the
given streamsize number of pseudorandom double values from this
generator. 

(a)

produce negative 
 extension 

five rounds of  
clarification  
are required 

extension keywords  
is not in the neural  

knowledge base 

can find the extended  
keywords quickly and accurately 

The initial query statement:  
return stream from generator  

in Java. 

The correct extension statement:   
return stream of pseudorandom double  

values from generator in Java.

Query extension or query clarification

（b）Sequer

（c）ZaCQ

（d）KG

（e）KG+LLM

     correct extension 

     error extension

Questioning aspect: type 
Question1 : What type of generator is being used? 
Possible option: 
1. Random number generator 
2. Pseudo-random number generator 
3. Linear congruential generator 
4. Mersenne Twister generator 
5. Xorshift generator 
Answer1: Pseudo-random number generator 

Questioning aspect: purpose 
Question2: Is the stream that you want to return using the pseudo-random
number generator? 
Possible option: 
1. Yes, the stream that I want to return is using the pseudo-random number
generator. 
2. No, the stream that I want to return is not using the pseudo-random number
generator. 
Answer2: Yes, the stream that I want to return is using the pseudo-random
double values generator. 

The correct extension statement: The stream that needs to be returned is
using a pseudo-random number generator to generate double values. 

Fig. 1. Existing Methods vs. Our Approach

each round of clarification questions, leading to inefficiency.
For example, in Fig. 1-(c), through five rounds of question
clarification, ZaCQ obtains the correct extension statement
“returns a stream producing the given streamsize number of
pseudorandom double values from this generator”.

Huang et al. propose a Knowledge Graph (KG)-based
query clarification method to improve the efficiency of query
clarification methods [11]. The KG contains a large number
of APIs and their clarification information in the form of
aspects (e.g., purpose, type, and event) and options. This
method searches a small-scale subgraph from KG based on
an initial query statement, which contains all APIs matching
the initial query statement and their corresponding clarification
information. Based on this subgraph, an ID3 decision tree [13]
is constructed to provide the optimal clarification path for
the user, optimizing the process of interacting with the user

for clarification purposes. However, the method is limited by
the KG’s scope. When queries fall outside the KG’s scope,
OOV failures can still occur, leading to irrelevant clarification
questions, options or inaccurate results. Furthermore, although
clarification options (e.g., int values) may remind the user the
missing information of “double values”, the user can only
select the options from the KG but cannot enter arbitrary
information. Furthermore, although clarification options (e.g.,
int values) may remind the user the missing information of
“double values”, the user can only select the options from
the KG but cannot enter arbitrary information. Additionally,
the method relies on pre-designed templates to process the
information in the KG, resulting in conversations that may
feel somewhat rigid and lack fluidity. For example, in Fig. 1-
(d), it only takes three rounds of question clarification to
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obtain an extension statement, but it incorrectly extends with
“pseudorandom int values” instead of “pseudorandom double
values” due to the latter being absent in the KG.

To address OOV failures and improve the fluency of conver-
sations, we think of utilizing large language models (LLMs)
such as GPT-3 [14] as a neural knowledge base for query
clarification. LLMs have two significant advantages. First, they
use the entire Internet corpus (Common Crawl [15]) for pre-
training, providing a wealth of API knowledge that overcomes
OOV failures. Second, they possess enhanced semantic under-
standing and in-context learning capabilities [16]–[18], which
allow for more precise generation of fluent clarification queries
and options. However, LLMs also have two disadvantages.
First, their broad knowledge base [14], [19] may introduce
noise during clarification question and option generation,
which could affect their accuracy. Second, LLMs exhibit
a degree of randomness [14], [20], which could result in
limited control over the direction of clarification and reduced
controllability when relying solely on LLMs for clarifications.

To address the potential noise and randomness issues asso-
ciated with using LLMs, we draw on Huang et al.’s KG-based
query clarification method [11]. The KG provides structured
API knowledge and entity relationships [21]–[23], resulting in
reliable and comprehensive information that aids in filtering
out noise from other fields. This increases the effectiveness
in generating accurate and relevant clarification questions. By
transferring the optimal clarification path from the KG to the
LLM, we improve our control over the LLM, increasing the
efficiency of the clarification process and enabling the LLM
to present the most appropriate clarification questions. This
approach helps address the potential precision and randomness
problems associated with solely relying on the LLM for raising
clarification questions. For instance, in Fig. 1-(e), the LLM,
guided by the KG, accurately clarifies the user’s intent in just
two Question&Answer (Q&A) rounds, and allows the user
to be inspired and enter the needed information freely (e.g.,
pseudo-random double values) yielding a correct expansion
statement that fully aligns with the user’s intent.

Drawing on our comprehensive analysis, we propose a
knowledge-guided query clarification approach for API rec-
ommendation. By combining the strengths of KG and LLM
and compensating for their respective weaknesses, we achieve
a “1+1>2” effect, resulting in an optimized query clarification
process. The result is an enhancement of the accuracy, effi-
ciency, and fluency of the human-machine interaction process.

To facilitate the multi-round human-machine interaction
involved in query clarification, we have designed an AI chain
that breaks down our approach into several sub-steps, each
handled by a separate LLM calling. Our AI chain comprises
five distinct steps as follows:

• Best Questioning Aspect Generation, produce the best
questioning aspect for a given query statement.

• Clarification Question Generation, creates the clarifica-
tion question for the query statement based on the best
questioning aspect.

• Alternative Option Generation, which generates alterna-
tive options in response to the clarification question.

• Query Extension,generates an expansion query using the
historical answers.

• API Recommendation, provides resulting APIs based on
the expansion statement.

We conduct three experiments to evaluate the performance
of our approach. First, we verify the usefulness of each unit in
the our AI chain. The five units respectively received average
scores of 4.507, 4.485, 4.455, 4.480 and 4.467, all close to
a perfect 5 for usefulness. Second, in two scenarios, where
the query statement is in or not in the KG, we compare our
approach with two baselines KAHAID [11] and ZaCQ [10].
For query statement in KG, our approach outperform baselines
achieving 16.9% higher MRR and 8.9% higher MAP than KA-
HAID, and a significant improvement over ZaCQ with a 63.9%
higher MRR and 66.8% higher MAP. For query statement not
in KG, our approach achieves at least a 37.2% higher MRR
and 27.8% higher MAP than KAHAID. Finally, we conduct an
ablation experiment to evaluate the impact of eliminating the
guidance of KG knowledge and knowledge-guided pathfinding
in our approach. The results show that utilizing KG knowledge
to guide LLM helps to reduce potential noise and resulted in
a 15.8% improvement in MRR and a 19.0% improvement in
MAP for our approach. Additionally, the knowledge-guided
pathfinding strategy is crucial for enhancing LLM’s efficiency
and controllability, resulting in a 19.2% increase in MRR and
a 22.2% increase in MAP for our approach. In summary,
our approach demonstrated high precision, robustness, and
controllability, accurately generating clarification questions
and extending queries aligned with user intent.

The main contributions of this paper are as follows:

• Our proposed approach for query clarification in API
recommendation is distinct from separate KG-based or
LLM-based methods. We are the first to integrate KG
to guide the LLM, resulting in improved accuracy, effi-
ciency, and fluency.

• We leverage the LLM as neural knowledge base to
address OOV failures of the limited KG, and use KG
to mitigate the potential noise and randomness issues
associated with LLMs. This opens a door to bridge the
gap between KG and LLM, demonstrating how to utilize
their strengths and weaknesses to effectively compensate
each other.

• We design an AI chain that divides our approach to into
five steps, with each step handled by a separate LLM call.
This design enhances the robustness and controllability of
our approach.

• A Knowledge-Guided Pathfinding Strategy is designed
to transfer the optimal clarification paths in the KG
to the LLM, effectively guiding the LLM to generate
clarification questions along the optimal path.

• We thoroughly evaluate our approach design and find that
it outperforms the baselines, irrespective of the presence
of extension keywords in the KG. Our experimental
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results provide compelling evidence of the effectiveness
of our approach.

II. THE APPROACH

We present KPL (KG prompt LLM), a novel knowledge-
guided query clarification approach for API recommendation
that combines the strengths of KG and LLM while compensat-
ing for their respective weaknesses. Our approach optimizes
the query clarification process, enhancing the accuracy, effi-
ciency, and fluency of the entire human-machine interaction
process and improving API recommendations. We utilize GPT-
3.51 as the interactive LLM and the API KG [11] as the
questioning guide for the LLM. Moreover, our approach is
not limited to GPT-3.5 and can be applied with any model
that has in-context learning capability.

A. Architecture Design

Our approach consists of two key parts: “Clarification
question and options generation” and “Query extension and
API recommendation”, as illustrated in Fig. 2.

In the red line part, “Clarification question and options
generation”, the goal is to enable the LLM to ask clarifi-
cation questions and generate appropriate options. The user
first inputs a query statement, and our approach designs the
knowledge-guided pathfinding strategy to retrieve the optimal
clarification path knowledge from the API KG’s entities and
relationships. This strategy generates path examples that guide
the LLM to provide the best questioning aspect through the
best questioning aspect generation unit. Once the best ques-
tioning aspect is obtained, the LLM generates a clarification
question based on the best questioning aspect and the histor-
ical answers (if any) in the clarification question generation
unit. From the generated clarification question, the alternative
options generation unit can produce alternative options.

In response to the clarification question and its options, the
user can select an option or provide their own answer. The
answer can be utilized in several ways. It can be entered into
the API KG, where it becomes one of the bases for the best
path retrieval. Alternatively, it can be entered into the best
question aspect generation unit, where it becomes one of the
bases for the best question aspect generation together with the
path examples. Finally, the answer can be appended to the
historical answers. The historical answers can also be used
in different ways. They can be entered into the clarification
question generation unit, where they become one of the bases
for the clarification question generation. Alternatively, they can
be entered into the query extension unit, where they become
one of the bases for the extended query generation.

In the blue line part, “Query extension and API recom-
mendation”, once the clarification question is obtained, it is
appended to the historical questions. The query extension
unit then extends the query statement based on the historical
Q&As. Finally, the API recommendation unit recommends
APIs based on the extended query to the user.

1https://openai.com/blog/introducing-chatgpt-and-whisper-apis

B. Knowledge-Guided Pathfinding

The knowledge-guided pathfinding strategy is the key to the
whole approach, which transfers the optimal clarification paths
in the KG to the LLM. By learning the optimal clarification
path in Knowledge Graph (KG), the accuracy and efficiency
of LLM in the process of human-machine interaction can be
improved. The optimal clarification path is the shortest and
most accurate route from the query statement to the relevant
API. It includes the aspects need to be clarified and multiple
rounds of clarification questions with options.

To acquire the optimal clarification paths from the KG
for LLM learning, we employ the KAHAID method [11]
to construct a sample table. KAHAID is a KG-based query
clarification method, which involves building an API KG
containing a vast number of clarification information that
constitutes the ingredients of optimal clarification paths. In
order to get accurate optimal clarification path to the sample
table, we use KAHAID to get optimal clarification path with
the queries covered in KG, i.e., 6000 API description in API
KG [11]. These queries, when entered into KAHAID, are
matched to one or more related APIs, and a path of best
clarification from the query to that API is generated for each
API. We collect the optimal clarification path for all queries
and add they into the best questioning path table.

Table I presents a optimal clarification path collected by
KAHAID [11], which starts with an query statement(“return
stream from generator in Java”) and ends with a related API
(“java.util.Random.ints”). The path consists of three rounds
of question clarification in different aspects that ultimately
discover the API. Each round records the Aspect that need
to be clarified, the clarification questions (CQ) used, and the
Option selected. The Aspect recorded in each round refers to
the most significant under-specified part of the query statement
that needs to be clarified. The CQ records the clarification
question proposed based on the Aspect. For example, in the
first round of clarification, the Aspect is “event”, and then the
clarification question “What do you want to do?” is proposed
to clarify the event of the query statement. The answer to this
question, referred to as an Option, directly affects the Aspect of
the next round. Starting from the second round, each round’s
Aspect is directly related to the previous round’s Option. For
example, after selecting the Option “return stream” in the first
round, the purpose of “return stream” is selected as the Aspect
of the second round, and a clarification question is generated
immediately to further clarify its purpose.

To find optimal clarification path, we design a knowledge-
guided pathfinding strategy that extracts path knowledge from
Table I, which corresponds to API KG in Fig. 2. The initial
query statement entered by the user and the previous round
answer (set to “None” by default in the first round) are
retrieved from Table I to match similar paths. First, the query
statement is matched with the “Query” in Table I by similarity,
and the top 10% data with the highest similarity are selected.
Next, the “Option” in this 10% of the path data is ranked by
similarity with the previous round answer. Finally, we extract
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Query

User

API  KG

Best Questioning
Aspect Generation

Best Questioning
Aspect

Clarification
Question Generation

Clarification 
 Question

Alternative Options
Generation

Alternative Options

Answer

select an option Historical
Answers

Query ExtensionExtended QueryAPI RecommendationRecommended APIs

append

Path Examples

Historical
Questions

Query extension and API recommendationClarification question and options generation  AI unit

Fig. 2. Overall Architecture Design

TABLE I
THE BEST QUESTIONING PATH IN KG

Query Round Aspect CQ Option
Next Round

Aspect API

return
stream
from

generator
in Java

Round1 event What do you what to do? return stream purpose
java.
util.

Random.
ints

Round2 purpose
Which one are you interested

in return stream? of int value status

Round3 status
Which one is the
status of stream?

producing the given
streamsize number of

pseudorandom int value
-

five path examples with different aspects as path knowledge
to guide the LLM based on the sorted path data. We perform
similarity ranking twice to ensure the path retrieved from the
API KG is similar to the query statement entered by the user.
The selection of five path examples with different aspects
ensures the diversity of path knowledge.

C. Prompt Design for AI-Units

Our approach is implemented as an AI chain, which involves
five distinct AI units corresponding to five steps. In this
section, we discuss how to design natural language prompts
that direct the LLM to perform specific AI functionalities.

1) Best Questioning Aspect Generation Unit: To enable the
LLM to ask efficient, robust, and controlled clarification ques-
tions along the optimal clarification path, determining the best
questioning aspect is essential. We introduce an AI unit that
uses the initial query statement and the previous round answer
to determine the best questioning aspect. The contents of the
prompt are illustrated in Fig. 3-(a), which includes the meaning
of the five aspects, the five path examples retrieved from the
API KG, and the input in the form of examples. Importantly,
the data in the KG serves only as a prompt example for the
LLM, rather than directly impacting its decision-making. Its
role is to guide the LLM in making informed decisions based
on the given examples. Each example consists of two inputs,
the query statement and the previous round answer, and their
output, the best questioning aspect.

2) Clarify Question Generation Unit: This AI unit is re-
sponsible for generating clarification questions based on the
best questioning aspect obtained in the previous step. This

task is described in Fig. 3-(b) as “In Java programming, ...”
followed by “Please ask a clarification ...” and the current
query and known information. Additionally, to ensure that the
LLM understands the meaning of the selected aspect, the task
description includes “The meaning of <aspect>”.

3) Alternative Options Generation Unit: This AI unit is
responsible for generating alternative options based on the
clarification question asked by the previous AI unit. The
prompt for this unit is shown in Fig. 3-(c), which includes a
task description of “Answer the question based on the setting
below” and some specific settings for the task. The input for
this unit is the clarification question generated in the current
round. The output of this unit is a ranked list of alternative
options for the clarification question. By providing the unit
with a clarification question and its specific settings, the LLM
can learn and generate appropriate alternative options for the
clarification question.

4) Query Extension Unit: This AI unit is responsible for
generating an extended query statement based on the user’s
needs after the clarification process. The prompt for this unit is
shown in Fig. 3-(d), which includes the input query statement,
historical Q&A, and a task description “Based on the above
Q&A ...”. By providing the historical Q&A information, the
unit can identify the user’s missing needs and extend the query
statement accordingly.

5) API Recommendation Unit: This unit enables the user
to refer to the recommended APIs after each clarification and
decide whether to continue with the clarification process or
not, thus improving the flexibility of interaction. The prompts
for this unit are displayed in Fig. 3-(e) and consist of a
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In Java programming, unclear and unambiguous queries often have multiple APIs
that can be implemented, while clear and unambiguous queries can only be
implemented by certain specific APIs. So in order to be able to get specific API,
clarification questions need to be asked for unclear and unambiguous queries.
Please ask a clarification question for the query from <aspect> aspect.
The meaning of <aspect > aspect is <the meaning of  aspect>
Query: <input query>
Answer history: <answer history>
Clarification question:  <output>

Answer the question based on the setting below.

Setting:
The query is <input query>
The meaning of <aspect> is <the meaning of aspect> 
The question is a clarification question for the query from the <aspect>
aspect.
The answer should give multiple possible answers from the <aspect>
aspect, and sequence these answers in the order of their relevance to
the query.

Question: <clarification question>
Answers: 1. <output>; 2. <output>; ...... 

Query: <input query>
The following is Q&A information about the query:
============================================
Question1: <historical question>
Answer1: <historical answer>
...... Historical Q&A are omitted here
============================================
Based on the above Q&A information, expand the query and keep the
query body semantics unchanged.
Keeping the response to a single declarative sentence. Do not give me
interrogative question!

Extended query statement: <output>

Query: <query extension>

Please recommend some API methods in Java API document based on
the query, and sequence these API methods in the order of their
relevance to the query.
Pay attention! You cannot change the semantics of the query.
You only need to give the full name of the API method, such as
java.util.List.add.

Recommended APIs: 1. <output>; 2. <output>; ......

Below are the meanings of aspect for the query.
1. event: The action that the query requires.
2. status: The status of the object that the query requires. The modifier include
adjectives, verbs, quantifiers, and adverbs.
3. type: The type of the object that the query requires. The noun or proper noun is
the modifier. The modifier is java built-in data type, such as "byte", "float", "char",
"boolean", "double", etc
4. purpose: Purpose contains purpose clauses, which are employed to highlight the
driving forces behind specific actions. The words "to," "in order to," and "so that"
are used to start canonical purpose clauses.
5. condition: The condition of the query.The conditional adverbial sentences that
alter the query are included in condition.
=======================================================
Query: return keys for awtkeystroke
Previous round answer: compare objects
The path from the query to the previous round answer is known, what <aspect> of
the query can be subject to questioning?
Please choose one aspect from the following options.
The five aspect: 1. event; 2. status; 3. type; 4. purpose; 5. condition.
The aspect is type
...... Four path examples are omitted here
=======================================================
Query: <input query>
Previous round answer: <previous round answer>
The path from the query to the previous round answer is known, what aspect of the
query can be subject to questioning?
Please choose one aspect from the following options.
The five aspect: 1. event; 2. status; 3. type; 4. purpose; 5. condition.
The aspect is <output>

(a)

(b)

(d)

(e)

(c)

            Input                                      Output

Best Questioning Aspect Generation Unit Alternative Options Generation Unit

Query Extension Unit

API Recommendation Unit

Clarification Question Generation Unit

Fig. 3. Prompt Design for Five AI Unit

task description, “Please recommend some API methods ...”,
and some generation restrictions, “Pay attention! You cannot
...”. The input for this unit is the extended query statement
generated in the previous unit, and the output is a list of
multiple possible APIs for the extended query statement, based
on the task description and generation restrictions provided.

D. Running Example

We provide a running example to demonstrate how the AI
units work together and how users can interact with the LLM,
as shown in Fig. 4. The solid line represents the flow of the
method, and the dashed line represents the data flow.

The first step is to input the initial query statement and
the previous round answer into the Best Questioning Aspect
Generation Unit, which generates the best questioning aspect,
in this case, is “type”. If it is the first round of questioning,
the previous round answer is assumed to be “None”.

Next, the Clarification Question Generation Unit generates
the clarification question for the initial query statement based
on the best questioning aspect and historical answers. Then,

the Alternative Options Generation Unit generates some alter-
native options based on the clarification question.

Upon receiving a clarification question and alternative
options, the user provides an answer that references these
alternatives. The user’s previous questions and answers are
then input into the Query Extension Unit, which generates an
extended query statement based on this historical data.

Subsequently, the extended query statement is fed into
the API Recommendation Unit, which recommends the cor-
responding APIs based on the extended query statement
and sorts them by relevance. In this case, the best API is
“java.util.Random.nextDouble”. However, in the first round, it
isn’t very relevant. The user continues to proceed to the next
round of clarification dialogue.

Repeat the steps similar to the first round to get a new round
of recommended APIs. In this round, the best API comes first
and is most relevant. Finally, the user gets the best API and
ends the clarification dialogue.

III. EXPERIMENT SETTING
This section presents research questions to evaluate the

performance of our approach, along with experimental setup
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Clarification question: Is
the stream that you want to
return using the pseudo-
random number generator?

The initial query
statement: return stream
from generator in Java.

Best question
aspect: type.

Clarification question:
What type of generator
is being used?

Alternative options:  
......
2. Pseudo-random  
number generator 
......

User answer: Pseudo-
random number generator.

Extended query: A
pseudo-random number
generator can be used to
create a Stream in Java.

Recommended APIs:  
......
4. java.util.Random. 
nextDouble 
......

Best question
aspect: purpose.

Alternative options:  
1. Yes, the stream ...... 
2. No, the stream ......

User answer: Yes, the
stream that I want to return
is using the pseudo-random
double values generator.

Extended query: The stream that
needs to be returned is using
a pseudo-random number generator
to generate double values.

Recommended APIs:  
1. java.util.Random.nextDouble 
......

can you to continue
to clarify?

Yes

End

No

Fig. 4. Running Example

including data preparation, baselines, and evaluation metrics.

A. Research Questions

We formulate three research questions to evaluate the per-
formance of KPL in query clarification, as follows:

• RQ1: What is the effectiveness of each AI unit?
• RQ2: How well does KPL perform in extending query

statements across two scenarios, namely, query statement
covered in API KG and those not covered in API KG?

• RQ3: How effective is the knowledge-guided pathfinding
strategy employed in our approach?

B. Data Preparation

We have designed two test datasets, KG Query Statement
(KGQS) and non-KG Query Statement (non-KGQS), to com-
prehensively evaluate the performance of KPL in two different
scenarios: query statements covered and not covered in the
API KG. This comparison enables us to confirm that the KG
serves as a prompt example for LLMs, effectively guiding
their decision-making, without directly substituting for LLMs
in making decisions.

1) KG Query Statement (KGQS): For fairness, this dataset
contains 60 query statements randomly selected from KA-
HAID’s API KG, each paired with its corresponding ground-
truth API [11]. As mentioned in Section II-A, we use 6,000
API descriptions from the API KG to obtain an example of
the best path for guiding the LLM. To satisfy the scenario
of “query statement covered in KG”, we randomly select 60
API descriptions from the 6,000 API descriptions as query
statements and use their related APIs in the API KG as the
ground-truth APIs.

2) non-KG Query Statement (non-KGQS): Also for
the sake of fairness, this dataset is the evaluation dataset
of KAHAID, a state-of-the-art approach, which contains 60
queries each paired with multiple ground-truth APIs. We reuse
this high quality dataset of KAHAID, which are manually
collected from the Stack Overflow using strict criteria, which
could be found in KAHAID’s paper [11]. It’s worth noting
that none of the query statements in this dataset are covered
in the API KG.

C. Baselines

To evaluate KPL’s performance in query clarification, we
compare it with two existing methods, ZaCQ [10] (a deep
learning-based method) and KAHAID [11] (a KG-based
method) on two datasets (KGQS and non-KGQS).

Furthermore, we conduct ablation experiments on KPL in
RQ3 to explain its working principle. We design two variants:

• KPLw/oK , which does not use KG to guide the LLM on
the best questioning aspect.

• KPLw/oKPS , which does not use the knowledge-guided
pathfinding strategy for the best questioning aspect but
still has KG to guide the LLM to ask clarification
questions. Specifically, KPLw/oKPS only retrieves the
query statement to obtain the best questioning aspect, but
KPL first retrieves the query statement and then retrieves
the previous round answer to obtain the best questioning
aspect, see Section II-B for details.

We compare KPLw/oK with KPL to assess the effectiveness
of KG guidance, and KPLw/oKPS with KPL to assess the
effectiveness of the knowledge-guided pathfinding strategy.

D. Evaluation Metrics

In RQ1, we use questionnaires to assess the quality of each
AI unit. We enlist three master’s students with over three
years of coding experience and API knowledge, who are not
involved in our approach design and implementation, to score
the questionnaire and ensure its rationality. They rate our tool
based on various factors [24], including:

• Intelligibility refers to whether the questions and answers
generated by the tool are clear and easy to understand,
and whether the language (terminology or expression) is
straightforward and understandable.

• Diversity refers to whether the tool generates a variety
of questions and answers, or if it produces numerous
repeated or similar questions and answers, of if it generate
different types and styles of questions and answers.

• Relevance refers to whether the questions and responses
generated by the tool are relevant to the input content, can
summarize the input’s theme or key points, and address
the user’s actual needs.

• Trustworthiness refers to whether the questions and an-
swers produced by the tool are credible, conform to
domain specifications, and can provide professional-level
questions and answers.

• Language fluency refers to whether the conversation
generated by the tool are natural and smooth, whether the
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TABLE II
THE PERFORMANCE OF EACH AI UNIT

Note: These results are the total score obtained by multiplying each of the
six evaluation factors by their respective weights.

AI unit Grader1 Grader2 Grader3 Average
Rating

Best Questioning
Aspect Generation 4.455 4.485 4.565 4.501

Clarification Question
Generation 4.485 4.495 4.475 4.485

Alternative
Options Generation 4.440 4.465 4.460 4.455

Query
Extension 4.475 4.505 4.460 4.480

API
Recommendation 4.480 4.470 4.450 4.467

language used is grammatically correct and semantically
sound, and whether there are any ambiguities.

• Practicality refers to whether the tool can solve the users’
actual needs, whether it has practical application value,
and whether it is easy to use.

The questionnaire uses a five-point scale to score each
factor, with higher scores indicating a more positive attitude
towards the tool’s performance, and lower scores indicating
a more negative attitude. A score of 5 indicates strong con-
formity, while a score of 1 indicates very poor conformity,
and a score of 3 indicates neutrality. While all evaluation
aspects are important, relevance and credibility are the most
crucial factors. We assign weights for each factor, with 15%
for intelligibility, 15% for diversity, 20% for relevance, 20%
for trustworthiness, 15% for language fluency, and 15% for
practicality. Note that here we assign higher weights to rel-
evance and trustworthiness. Relevance signifies the correla-
tion between the output of the LLM and the requirements.
Trustworthiness is crucial for ensuring the reliability of the
information.

In RQ2 and RQ3, we evaluate the performance of query
clarification methods and KPL using metrics such as Mean
Reciprocal Rank (MRR) [25], Mean Average Precision
(MAP) [26], Precision, and Recall. MRR and MAP have
commonly used metrics for evaluating information retrieval
systems. MRR measures the level of effort required to find
the first accurate answer in the list of recommendations, while
MAP takes into account the ranks of all correct answers. In
addition, we will also use Precision and Recall to evaluate
the performance of the API recommendation approaches.
Precision measures the proportion of recommended APIs
that are ground-truth APIs among all recommended APIs.
Recall represents the proportion of ground-truth APIs that are
recommended by our approach and baseline.

IV. EXPERIMENT ANALYSIS

This section delves into three research questions to evaluate
and discuss the performance of our approach.

A. RQ1: What is the effectiveness of each AI unit?

1) Motivation: Our approach involves user interaction,
making it impractical to integrate the query clarification task
into a single prompt for LLM’s in-context learning. So we

design an AI chain comprising five AI units, each handled by a
separate LLM call. In this RQ, we investigate the effectiveness
of each AI unit in fulfilling its respective responsibilities.

2) Methodology: We apply KPL to the non-KGQS dataset
and collect the intermediate results produced by each AI unit.
We assign 10 test cases to each participant, and participants
will have 2 minutes to fill out the questionnaire based on the
criteria outlined in Section III-D after each test. We collect the
questionnaires filled out by all participants and calculate the
average score. The results are presented in Table II, and more
detailed metric information can be found in Section III-D.

3) Result Analysis: We use a five-point scale as our rating
system. Table II shows that the average rating in each AI
unit we designed is high, indicating these AI units’ effective-
ness. The first AI unit, Best Questioning Aspect Generation,
achieves an average rating of 4.501, demonstrating its ability
to generate the best questioning aspect due to the effective
guidance provided by the optimal path from API KG. For
example, in Fig. 4, the first round of questioning aspect
proposed by this unit to the initial query statement is “type”.
However, in Fig. 1-(d), the first round of questioning aspect of
KG is “event”. This is because LLM has learned better path
knowledge from the examples in the prompt.

The second unit, Clarification Question Generation,
achieves an average rating of 4.485, indicating its ability
to generate clarification questions that conform to the best
questioning aspect. For instance, in Fig. 4, the first round
of questioning generated by this unit aligns with the best
questioning aspect of “type” and results in the question “What
type of generator is being used?”.

The third unit, Alternative Options Generation, achieves an
average rating of 4.455, suggesting that it is effective in gen-
erating alternative options that are relevant to the clarification
question and the initial query statement. For example, in Fig. 4,
this unit provides five different corresponding options for the
clarification question generated by the second unit, according
to the initial query statement.

The fourth unit, Query Extension, achieved an average
rating of 4.480, indicating that it is capable of generating
natural, comprehensive query statements that capture the
user’s needs. This is achieved by leveraging LLM’s powerful
semantic understanding and in-context learning capabilities.
For example, in Fig. 4, the extended query statement “The
stream...” contains the initial query statement and the user’s
clarified needs after two rounds of question clarification.

The fifth AI unit, API Recommendation, achieved an av-
erage rating of 4.467. It also utilizes LLM’s powerful se-
mantic understanding and in-context learning capabilities to
generate corresponding APIs based on the extended query
statement and rank them by relevance. For example, in
Fig. 4, seven APIs are recommended based on the extended
query statement “the stream...”, with the most relevant API,
java.util.Random.nextDouble”, ranked first.

In order to ensure consistency, we tested the kappa of each
person’s questionnaire score, and each person’s kappa for each
AI unit was higher than 0.6213.
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TABLE III
THE RESULTS OF BASELINES VS. OUR APPROACH

Dataset Metrics Approaches Round 1 Round 2 Round 3

KGQS

MRR
KPL 0.883 0.916 0.941

KAHAID 0.607 0.756 0.805
ZaCQ 0.524 0.542 0.574

MAP
KPL 0.830 0.877 0.904

KAHAID 0.665 0.791 0.834
ZaCQ 0.473 0.521 0.542

Precision
KPL 0.737 0.813 0.847

KAHAID 0.682 0.756 0.807
ZaCQ 0.467 0.566 0.566

Recall
KPL 0.864 0.906 0.925

KAHAID 0.745 0.789 0.825
ZaCQ 0.583 0.578 0.588

non-KGQS

MRR
KPL 0.828 0.869 0.900

KAHAID 0.506 0.619 0.656

MAP
KPL 0.830 0.864 0.887

KAHAID 0.508 0.641 0.694

Precision
KPL 0.790 0.833 0.876

KAHAID 0.604 0.667 0.697

Recall
KPL 0.858 0.881 0.891

KAHAID 0.601 0.633 0.645

The high average rating of the AI units confirms the effec-
tiveness of our prompt design and composition in connecting
the AI units to accomplish higher-level tasks.

B. RQ2: How well does KPL perform in extending query
statements across two scenarios, namely, query statement
covered in API KG and those not covered in API KG?

1) Motivation: In this RQ, we compare our method with
two baseline methods, ZaCQ [10] and KAHAID [11], to
evaluate whether our approach outperforms them in scenarios
where the correct extension statement is absent or present in
the KG. Our objective is to demonstrate that our approach can
effectively address OOV failures by showing its superiority
over the baselines when the correct extension keywords are
not present in the KG.

2) Methodology: We conduct experiments on two datasets,
KGQS and non-KG, to compare our method with baseline
methods. On the KGQS dataset, we evaluate three methods,
ZaCQ, KAHAID, and KPL. On the non-KGQS dataset, we
evaluate two methods, KAHAID and KPL, to demonstrate
our approach’s ability to overcome OOV failures. Note that
here, whether it’s data from the KG or not, it won’t affect
ZaCQ, so there’s no need to evaluate ZaCQ again in the
non-KGQS dataset. The experiment results are presented in
Table III, and more detailed metric information can be found
in Section III-D.

3) Result Analysis: Our method’s superiority over baselines
is demonstrated on both KGQS and non-KGQS datasets, as
shown in Table III. On the KGQS dataset, our method outper-
forms both baseline methods in all metrics, with particularly
high values in the first round of clarification. For example,
our MRR value in the first round of clarification is 45.5%
and 68.5% higher than KAHAID and ZaCQ, respectively.
As clarification rounds increase, our method and baselines
show consistent increases in metric values, with our method
consistently outperforming the baselines. For example, in the

third round of clarification, our method’s precision is 5.6%
and 49.6% higher than the two baseline methods, respectively.
The results indicate that transferring the optimal clarification
path from the KG to the LLM enhances the fluidity and
controllability of the conversation, enabling us to identify the
user’s intent efficiently and recommend API. For example, as
shown in Fig. 1-(e), our approach requires only two rounds of
clarification to get the correct extension statement.

On the non-KGQS dataset, our approach maintains high
metric values compared to the KGQS dataset, while KA-
HAID’s performance drops significantly. For instance, our
approach’s MRR value only decreases by 6.6% in the first
round of clarification, while KAHAID drops by 16.6%. As the
number of clarification rounds increases, KAHAID’s metric
values show little improvement, such as the maximum increase
in MAP value, which only goes from 50.8% to 69.4%,
indicating its inability to address OOV failures. However,
our approach successfully handles OOV failures by utilizing
the LLM as a neural knowledge base to obtain the correct
extension statement even when it is not present in the KG. As
shown in Fig 1-(d) and Fig. 1-(e), KAHAID cannot provide the
correct query extension statement due to OOV failures. How-
ever, our approach utilizes the LLM as a neural knowledge
base, allowing us to successfully obtain the correct extension
statement even when it is not present in the KG. The slight
decrease in our approach’s performance on the non-KGQS
dataset is due to the absence of the correct extension statement
in the KG, resulting in the KG being unable to find the optimal
clarification path. However, even with a suboptimal path, our
approach can still perform well, demonstrating its effectiveness
in addressing OOV failures. Despite the better performance
of our approach, we still cannot guarantee absolute accuracy.
This could be due to the fact that there are only five aspects of
guidance in the knowledge graph, and the level of detail they
provide to the language model is insufficient. On the other
hand, this is also related to the capabilities of the language
model itself. The language model has randomness and cannot
ensure consistent outputs.

Our approach surpasses baseline methods on both KGQS
and non-KGQS datasets, showing its efficiency in addressing
OOV failures in query clarification and identifying user
intent to recommend necessary APIs.

C. RQ3:How effective is the knowledge-guided pathfinding
strategy employed in our approach?

1) Motivation: In this RQ, we investigate whether utilizing
KG knowledge to guide LLM can reduce potential noise,
and whether implementing a knowledge-guided pathfinding
strategy to transfer the optimal clarification path from KG to
LLM can enhance LLM’s efficiency and controllability.

2) Methodology: We set up two approach variants
(i.e., KPLw/oK and KPLw/oKPS). We run KPLw/oK and
KPLw/oKPS on non-KGQS dataset and report the results in
Table IV. The same method as RQ2 is employed to test these
variants and calculate metric values.
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TABLE IV
ABLATION RESULTS OF KPL VARIANTS

Metrics Approaches Round 1 Round 2 Round 3

MRR

KPL 0.828 0.869 0.900
KPLw/oKPS 0.683 0.708 0.755

KPLw/oK 0.716 0.744 0.777

MAP

KPL 0.830 0.864 0.887
KPLw/oKPS 0.669 0.690 0.726

KPLw/oK 0.690 0.715 0.745

Precision

KPL 0.790 0.833 0.876
KPLw/oKPS 0.516 0.526 0.543

KPLw/oK 0.523 0.540 0.573

Recall

KPL 0.858 0.881 0.891
KPLw/oKPS 0.624 0.635 0.655

KPLw/oK 0.629 0.654 0.684

3) Result Analysis: Table IV presents the experimental
results. KPL achieves significantly higher metrics than the
other two variants. For example, in the first round of clar-
ification, KPL’s MRR value is 21.2% and 15.6% higher
than KPLw/oKPS (without knowledge-guided pathfinding
strategy) and KPLw/oK (without KG), respectively.

The emergence of this phenomenon is due to the lack of
guidance from KG and strategies for KG extraction. While
LLM can indeed generate questions that need clarification,
the absence of Knowledge Graph-related guidance introduces
more randomness into the questioning process. This random-
ness results in a higher likelihood of generating incoherent
questions. These findings underscore the significance of in-
corporating Knowledge Graph-guided assistance and strate-
gically extracting information from Knowledge Graphs. The
presence of knowledge in Knowledge Graphs, coupled with
well-established pathways created through knowledge-guided
traversal methods, not only plays a critical role in understand-
ing user intent but also proves crucial in providing suggestions
for necessary API. Furthermore, although the improvement
brought about by our approach is only between 15% to 22%,
this enhancement enables our method to perform better in
practical scenarios. For instance, our approach is capable
of refining requirements through two rounds of clarifying
questions and answers, whereas the LLM method requires
more rounds and might even clarify haphazardly.

Also, KPLw/oK outperforms KPLw/oKPS. For example,
in the second round of clarification, KPLw/oK’s recall value
is 3.0% higher than KPLw/oKPS. This is because even
without KG guidance, LLM can still identify the correct
clarification path. However, using only KG guidance without
the knowledge-guided pathfinding strategy may result in an
incorrect path extracted from the KG, leading LLM to clarify
in the wrong direction. For example, for the initial query
statement “return stream from generator in Java.”, without
KG guidance, LLM can still identify the correct aspect (i.e.,
“type”) as the next clarification aspect. But in the presence of
KG guidance without the knowledge-guided pathfinding strat-
egy, the transferred clarification path from the KG is incorrect,
leading LLM to clarify in the direction of “condition”.

While LLM may sometimes identify the correct clarification
path without KG guidance, it can still make errors due to
noise. Our results highlight the crucial role of combining the
knowledge-guided pathfinding strategy and KG guidance in
achieving optimal performance.

V. DISCUSSION

There are potential internal and external threats to the
validity of our approach. Additionally, we discussed how to
bridge the gap between KG and LLM.

A. Internal threat to the validity

The rating of human experience is an internal threat to
the reliability of our results. In order to mitigate this issue,
we invite three master students who possessed three years of
programming experience to provide experience rating through
a carefully crafted questionnaire. Moreover, another potential
internal threat to the validity of our approach is the failure
to take into account certain sensitive factors of the prompts,
such as the number and order of examples. This could have
an impact on the accuracy of the results obtained. Therefore,
we plan to address this concern in future studies and explore
the effect of these factors on the validity of our approach.

B. External threat to the validity

In terms of external threats, our current approach only
employs API KG to guide LLM and evaluate the feasibility
of KG-guided LLM. However, to assess the generality of our
approach, we plan to investigate other domains of KG-guided
LLM. Unlike traditional clarification methods, our approach
doesn’t requires significant effort to maintain the database.
However, extending our approach to other domains primarily
entails replacing the KG of the corresponding domain and
designing appropriate questioning aspects to guide the LLM
effectively. Besides, the emergence of new LLMs, such as
GPT-4 [19], may have an impact on our approach. We are
currently on the GPT-4 waiting list, we will utilize it to validate
the effectiveness and generality of our approach in future.

C. Bridge the gap between KG and LLM

The KG approach offers advantages such as efficient user in-
teraction and accurate content generation aligned with human
intentions. However, the KG approach relies on the knowledge
graph, which can limit its fluency, and when unfamiliar topics
arise, out-of-vocabulary (OOV) problems can occur.

In contrast, LLM-based approaches contain rich knowledge
and can generate highly fluent chat content due to their in-
context learning abilities. However, their broad knowledge
base may introduce noise, making the LLM go off-topic when
discussing familiar topics, and their lack of path planning
ability can result in longer response times.

By combining KG and LLM, we can leverage the strengths
of both approaches. We present a novel approach that uses a
LLM guided by KG to achieve improved accuracy, efficiency,
and fluency. Our approach opens a door to bridge the gap
between KG and LLM, and we believe it can serve as a
reference for future applications that use KG and LLM.
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Currently, we have only demonstrated the effectiveness of
our approach in the Java API domain. In the future, we will
expand the scope of testing for our method and develop a
practical tool.

VI. RELATED WORK

API recommendation [27]–[30] is an essential task in soft-
ware engineering, and several methods [1], [3], [7], [8] have
been proposed to improve its accuracy. Early techniques used
query search methods [9], [31], [32] that relied on literal
and semantic matching of keywords between query statements
and API descriptions, but they often failed to capture user
intent due to insufficient keywords [33], [34] in the query
statements. Query extension methods [9], [35], [36] were
developed to supplement query information, but they lacked
user involvement and failed to address the user intent problem.

Query clarification methods [9], [35]–[37] that used human-
computer interaction were found to be more effective in
capturing user needs. However, multiple rounds of question
clarification [38] were often required, making the process
inefficient. KG-based methods [11], [39] were introduced
to reduce the number of rounds by calculating the optimal
questioning path for the API, but they were limited by the
size of the knowledge base [17], [40], [41] and the use
of rigid templates to convert knowledge into questions and
options [39], [42].

To address these limitations, we propose a novel approach
that leverages a LLM [14], [43]–[45] guided by KG for API
recommendation. Our approach overcomes OOV failures by
using LLMs, which pre-train on the entire Internet corpus to
provide a wealth of API knowledge. We filter out noise and
transfer the optimal clarification path from the KG to the LLM
to increase the accuracy of the clarification process [46]–[48].
Moreover, we use LLM as a neural knowledge base [17], [49],
[50] to enhance the semantic understanding and in-context
learning capabilities [16]–[18] of the system, generating fluent
and appropriate clarification queries and options that address
the limitations of the KG method in capturing user intent. Our
approach has higher recommendation efficiency, accuracy, and
fluency compared to previous KG-based methods.

VII. CONCLUSION

In this paper, we propose a novel knowledge-guided query
clarification approach for API recommendation that leverages
KG-guided LLM to address OOV failures and improve the
fluency of conversations. By utilizing the LLM as neural
knowledge base and taking advantage of its enhanced semantic
understanding and in-context learning capabilities, our ap-
proach generates fluent and appropriate clarification questions
and options. We also leverage the structured API knowledge
and entity relationships in KG to filter out noise and transfer
the optimal clarification path from KG to the LLM, increasing
the efficiency of the clarification process. Our approach is
broken down into an AI chain that consists of five steps,
each handled by a separate LLM call, resulting in improved
accuracy, efficiency, and fluency for query clarification in API

recommendation. Evaluation results demonstrate the effective-
ness of our approach, outperforming the baselines regardless
of the presence of extension keywords in the KG. Our ap-
proach bridges the gap between KG and LLM, combining the
strengths and compensating for the weaknesses of both. This
presents a promising direction for future research in this area.
Our data can be found here2 .
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