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Abstract delay and partiaMggground swing. Short-circuit current
We propose a hybrid power model for estimating the  occurs whenever a path frofiq to ground is conducted in a

power dissipation of a design at the RT-level. This new model  yayice, Static current is caused by leakage on a device.
combines the ananta_ges of both .RT'le.VGI and gate-level Throughout this paper, we will use the testeady-state
approaches. We investigate the relationship between steady- L
state transition power and overall power dissipation. We powerto refer to the average .plower dissipation by cqmpo-
observe that, statistically, two input sequences causing similar N€nt 1, the steady-state transition current. And we will use
amount of steady-statetransitions will exhibit similar overall the termhazardous poweto refer to the average power dis-
power dissipation for an RTL module. Based on this observa-  Sipated by components 2, 3, and 4. The testal power
tion, we propose a method to construct a hybrid power model  refers to the sum of the steady-state power and hazardous
for RTL modules. We further propose a hierarchical power power.
estlmatlon_m_ethod for estimating the power dissipation of data- We focus on the problem of power estimation for RTL
path consisting of RTL modules. Experimental results show — yogi0ns \ith a given long stimuli. In general, for a problem
that, for full-chip power estimation, the estimation time of the . . L .

of this complexity, existing RT-level techniques produce

technique based on our power models is on average 275 times : . )
faster than directly running a commercial transistor-level lower accuracy, while existing gate- and transistor-level tech-

power simulator, and the errors are less than 6% as compared niqugs suffer long run time. .|n this paper, we propose a
to the transistor-level power simulation results. hybrid power model that combines the accuracy of gate- and

transistor-level models with the efficiency of RT-level mod-

With the advent of portable and high density devices,els' Our metho@ology takeg both steady-state power qnd haz-
rdous power, i.e., all possible sources of power dissipation,

the power dissipation of VLSI designs has become a Crltlcamto account at the RT-level. The main idea in our methodol-

concern. Higher integration and higher speed result in signif- ) . . .
icant power dissipation, which makes heat dissipation and¥ 'S based on an important observation. For a given RTL

packaging more serious problems. Therefore, the reductioWOdU|e’ empirigally we obser.ve. that sufficiently long input_
of power dissipation is an important issue in modern circuitS€aUeNces which produce similar steady-state power will

design. To reduce power dissipation during synthesis, accugthibit similar total power. This important observation, in

rate power estimation at a higher level of abstraction iss‘z'tle of 't\SNS'mPI:'C'ty' quds us tlo our pl)owerhesugmtlon 'met'h-
essential because it provides the designers with an earl ology. We will more rigorously analyze the observation in

measure of power dissipation and allows exploration of vari- ection 3.
ous design trade-offs in the solution space. In the modern ~ Our methodology consists of a pre-processing stage and
VLSI design process, the register-transfer level (RTL)an actual estimation stage. The pre-processing stage is a
description has become a common entry point_ Design decicharacterization step for each RTL module. For a given RTL
sions made at this level could have dramatic impact on thénodulem, during this characterization process we establish
total power budget. a function, callectross-coefficient functigrthat one-to-one

For CMOS circuits, the overall power dissipation con- Maps the steady-state power to the total power of madule
sists of four components: power consumed by (1) steady;rhe cross-coefficient function of each modL!Ie is character-.
state transition current, (2) glitch current, (3) short-circuit iZ€d only once, and can be repeatedly used in the actual esti-
current, and (4) static current. The steady-state transitiofnation stage when we simulate the whole RTL design with
current occurs when the input stimuli causes a node tghe user-provided long sequence. Note that because of the
change its stable state (from high to low, or low to high). €stablishment of the cross-coefficient function for each mod-
This component is recognized as an important factor inule, we only need to perform zero-delay simulation in the
power dissipation, and can be calculated by a logic simulatopecond process while all sources of power dissipation are
using the zero-delay model. Glitch current occurs when thelaken into account.
load capacitance is charged or discharged before the node We propose a hierarchical power estimation technique
reaches its stable state. This component is much more diffibased on the above methodology. Essentially our methodol-
cult to compute because it is very sensitive to the real circuibgy achieves efficiency by performing only zero-delay simu-
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lation, and meanwhile achieves transistor-level accuracy3. A Validation Experiment
through the tight establishment of the cross-coefficient func-  aq stated in Section 1. our methodology is based on an
tions. Furthermore, for large paramet_enze_d modul_es, .€.important observation. Roughly speaking, for a given RTL
modules with the same type of functionality but different y,,q,je, empirically we observe that sufficiently long input
Wldth_of input/output bits, we also deve_lop_ an interpolation sequences which produce similar steady-state power will
te_chn_lque so that the module characterization process can B init similar total power. We try to explain, analyze, and
simplified. ) ) ) ) validate this observation in this section.

The rest of this paper is organized as follows. Section 2 Given an RTL module, for all the input sequences that

gives _rewe:/vﬂ(]) nt rel?;eq[ resear_ch wotrks'; Sg ction t3 pre;en:_s ?}B}oduce a fixed steady-state power, we believe that the haz-
experment that validates our important observation. Sectior, g power corresponding to an input sequence has the

4 describes the module characterization process. Section gehavior of a random variable. Furthermore, among all these

presents our interpolation technique for parameterized mOdinput sequences that produce a fixed steady-state power,

ules._ Section 6 gives the complete flow of our techmque. onger sequences tend to have smaller variance than shorter
Section 7 presents our experimental results and Section

draws some conclusions. equence. As an example, given a 3-input logic network,
assume sequenceg={101, 110}, s,={111, 101}, s;={110,
2. Related Review 011, 000, 111, 101, ., 3,={010, 101, 111, 010, 011, ., }..,
Several power modgls have been proposed for RTI‘aII exhibit the same steady-state power (say, obtained by
modules [5][7][9] and logic gates [1](8]. In [7], an RT-level zero-delay logic simulator). We believe that the hazardous

model, cgll_e_d Dual Bit Type, IS U.S?d to a_ccount for the Corre'power produced by all these sequences has the behavior of a
Iate_d_ _act|V|t|es at the mos_t_3|gn|f|9ant bits, and the randomrandom variable, and longer sequences, suck asds,,
activities at the least significant bits. Based on these statis- .
tics, the capacitive coefficients for each module are derived,have a smaller variance than shorter sequence, ssghmad
and then used for power estimation. Meétaal. [9] have S
presented a clustering-based power modeling techniqgue We have conducted many experiments to evaluate the
which partitions all possible input patterns of an RTL mod- relationship among the steady-state power, the total power,
ules into several clusters in a manner that the patterns in thand the length of the simulation vectors. Figure 1 shows the
same cluster produce similar power dissipation. Power dissi-
pation for each pattern is then estimated by looking up the
mean power in the corresponding cluster. Hsi¢ral [5] H =222 M
propose two RT-level power model equations, which are 0=2.24 9
evaluated for all input patterns to obtain the power estimates.
A regression estimator is applied to improve the estimation
accuracy.

The gate-level power models are addressed in [1][8]. In
gate-level approaches, circuit-level power simulation is per- 1L TR .
formed to build power models for logic gates, and the mod- total power (mW) total power (mW)
els are then used to estimate the power dissipation during(@ 100 samples (each has 2 vectp100 samples (each has 1000 vectors)
comprehensive gate-level simulation. kinal [8] propose a i 1 The probabity densiy functon of power cisipation wilh respect o
finite-state machine to model the internal charge status of
logic gates, and power dissipation during input transitions isprobability density function of the total power of a 16-bit
represented by weights associated with the state transition ofipple-carry adder with respect to two sets of 100 sample
the FSM. Boglioloet al. [1] propose a gate-level power input sequences. In these figures, each sample sequence pro-
model based on the charge and discharge of load capacBuces the same steady-state power. The sizes of each input
tances, and the flow of short circuit current. Several powersequence in Fig. 1(a) and Fig. 1(b) are 2 and 1000, respec-
effects, such as charge sharing, short circuit current, andively. For the generation of these two sets of input
misaligned multiple input transition are taken into account. sequences, we first randomly generate a large number (>>

Recently, several techniques have been proposed fot00) of input sequences with sizes 2 and 1000, respectively.
power estimation by investigating the relationship betweenThen each input sequence is simulated to derive the steady-
the gate-level and the transistor-level power estimatesstate power. After that, for each size, we randomly select 100
[6][11]. Using statistical approaches, they simulate only ainput sequences whose steady-state power is very close to a
small set of sequences and then use the results to approxpre-specified value (the difference is less than 0.1%).
mate the power estimate of a much longer input sequence. Since the steady-state power for these input sequences
Although promising results were reported for randomly gen-are almost the sam¢he variation between the samples’
erated input sequences, these approaches may not be suitalplewer dissipations is mainly due to the hazardous polver
for functional sequences with high spatial and temporal cor-can be seen from Figure 1 that the standard deviation is dra-
relation. matically decreased as we increasedize of each sample
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input sequence. Note that this property is only valid based orwe set a variableoggle_ratefor the primary inputs. We vary
the assumption that sample input sequences have very simthe toggle rate to generate a number of sample input
lar steady-state power. Our experimental results are consissequences with different steady-state power. The toggle_rate
tent for every module and steady-state power we have tried.is initially set to zero. First, we generate a two-vector input

This experiment demonstrates asimplebut essential  sequence based on the toggle_rate. Next, we gradually
property. That is, for a given module, input sequences withincrease the length of the sample input sequence based the
similar steady-state power will have similar hazardous powersame value of the toggle_rate. During the process of generat-
when the length of each input sequence is large enough. Bing the sample input sequence, the transistor-level power
definition, these input sequences have similar steady-statgimulation and zero-delay logic simulation are performed for
power, and therefore, they will have similar total power. For each sequence to derive the corresponding total power and
each small range of the steady-state power, we need to find steady-state power, respectively. The process of generating
long enough input sequence that results in the correspondingample input sequences continues until the values of the total
steady-state power. We can then use a transistor-level or cippower and steady-state power with respect to the sample
cuit-level power simulator to simulate the input sequence.input sequences have converged within a satisfactory range,
The derived power can then be used as the expected mea8aspectively. The total power and steady-state power of the
value of the total power for the corresponding steady-statesample input sequence is then reported. This corresponds to
power. The obtained expected mean value can be used tg data point of the cross-coefficient function for the applied
predict the total power of the other input sequences thatmodule. At the next iteration, we increase the toggle_rate by
exhibit similar steady-state power. a pre-defined step_size to generate the next data point based
4. Generating Power Model on the same procedure for the first data point. The power

From our experiments we observe that,fieed steady- modeling process completes when the toggle_rate reaches 1.
state power, the total power will converge tdixed value The total number of data points for each module generated
when we gradually increase the length of the sample inpu®y this algorithm would be 1/step_size. In our experiment,
sequence. Based on this property, we define a one-to-onwe use 0.025 as the step_size. Therefore, 40 data points
mapping function between the total power and the steadyWould be generated to approximate the cross-coefficient
state power for each module. This function is catiexbs- function of each module. The cross-coefficient functions of
coefficient functiorhereafter. In our approach, the power all modules are generated based on the above procedure.
modeling is referred to as the process that derives this cross- Figure 3 shows the cross-coefficient functions for three
coefficient function. This process is performed only once for RTL library modules: a 16-bit array multiplier, a 16-bit rip-
each RTL module, and the resulting cross-coefficient func-ple-carry adder, and a 16-bit 4x1 multiplexor. It can be seen
tion can be used repeatedly for power estimation for anyfrom this figure that the total power values of the three mod-
RTL design containing the module. Since the cross-coeffi-ules with respect to the same steady-state power are differ-
cient function is a continuous function, we propose an algo-ent, and the differences are primarily due to the differences
rithm to approximate it as a piece-wise linear function. of hazardous power associated with each module.

The main flow for generating the cross-coefficient func-
tion for each module is shown in Figure 2. In this algorithm,
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Fig. 3: The comparison of the cross-coefficient functions
for three RTL modules.

5. Power Library Interpolation

| Toggle rate=toggle rate+step_size Most RTL synthesis tools supporparameterized

modules. For instance, a ripple-carry adder can have any

number of input bits from 1 to 128. Using the aforemen-

tioned power modeling technique for every parameterized

Fig. 2: Power modeling process using a transistor-level power module could be very time-consuming. Therefore, we use an
simulatoas well as a zero-delay logic simulator. interpolation technique to reduce the power modeling time.




Using this power interpolation technique for each type of sonably accurate estimates for the power dissipation of the
module, we need to apply the power modeling technique todesigns. Given an RTL design, cycle-based RTL simulation
only a small number of selected modules with representativés performed to derive the corresponding input sequence for
parameters. For example, for a ripple-carry adder, we mayeach RTL module, and then the input sequence of each mod-
choose only 8-bit, 16-bit, and 32-bit versions for explicit ule is used for zero-delay logic simulation to derive the
power modeling. The power models of these representativesteady-state power of each module. After that, using the pre-
modules are called sample models. For the non-representascomputed power models and the information of the steady-
tive modules (e.g., a 10-bit ripple-carry adder), we approxi- state transition power of each module, #uxurate total
mate their power models using interpolation on the samplepower of each RTL module can then be efficiently obtained.
models, taking the steady-state power as the index. Lineailhis process is extremely efficient because it only requires
interpolation based on the number of input bitsni the zero-delay RTL and logic simulation.

suitable for some RTL modules, such as multipliers. There-  For controllers and random logic circuitry embedded in
fore, we derive a complexity function for each type of the RTL design, we apply different approaches to estimate
parametrized module. This complexity function relates thetheir power dissipation. If the number of primary inputs of a
structural information (e.g., number of bits, number of input sub-module is small (such as a flip-flop), then we construct a
lines, and number of basic cells) to the scale for interpola-complete power lookup table to replace the cross-coefficient
tion. In some sense, the power modeling techniquefunction for the power modeling process. This table is
mentioned in the previous sub-section can be regarded asiadexed by each possible input vector pair. On the other
first-order approximation, while the interpolation using the hand, if the number of inputs of a module is too large (> 4) to
complexity functions can be regarded as a second-ordebe characterized by a complete table, then we adopt the
approximation. We list the complexity functions, denoted asmixed-level Monte-Carlo simulation approach proposed in

C, for a number of modules as follows. [6] to compute the power dissipation of the module. Finally,
ripple-carry adder and subtracter we sum up the power dissipation values of all modules to
C LI ny, whereny, is the number of bits. obtain the total power dissipation of the entire circuit. The

array multiplier flow of the RTL power estimation is shown in Figure 4.

C U ny(n, - 1), wheren, is the number of bits. input sequence (S

register file

c U ajng + orznr,_wherenb andn_r are the number of bits | RTL simulation |
and number of registers, respectively, andas well asi, !
are constant coefficients. Zero-delay
multiplexor logic simulation

+ : ; i -

c U agny q4n,, wherenb andn,.are the number of bits T, Look-up hybrid power model
and number of input lines, respectively, andas well agi, Fgwer 2. Look-up complete power table
are constant coefficients. tbrary 3. Mixed-level Monte-Carlo simulatign

Table 1 shows the estimation errors using this interpola- '

tion technique. For the 10-bit modules, we use the power
models of the 8-bit and 16-bit modules as the sample models
for interpolation. The errors are compared with the results of Fig- 4: The flow of our simulation-based RTL power estimation approach.
our power modeling technique described in previous sub-  The possible errors of the estimation based on this
section. power estimation procedure can be classified into two cate-

Table 1: Estimation error of power interpolation gories: (1) modeling error, and (2) boundary error. The mod-
eling error arises from the statistical inaccuracy of the hybrid
register power model for each RTL module. The boundary error is
| Mux file due to the glitches power at the interconnects between RTL
adder | plier modules. During the power modeling process, we assume
that the arrival times of all inputs for each RTL module are
the same. Therefore, the glitches at module boundaries are

6. Hierarchical Power Estimation Based on Hybrid  notconsidered properly.
Power Models 7. Experimental Results

In this section, we present a simulation-based hierarchi-  We have implemented a prototype tool based on the pro-
cal power estimation method based on the proposed hybrighosed method. Our tool incorporates the RTL simulator
power models. The method can handle complex RTLQuickVHDL [10], a zero-delay logic simulator, and a tran-
designs consisting of a number of library modules (i.e., sistor-level power simulator PowerMill [3]. To generate RTL
power models have been established), and produce the regest cases, we use a high-level synthesis system HYPER [2]

10-bit | "PPle- | array 4x1

carry multi- | subtracter
module

Error (%) 8.5 10.6 6.7 4.8 6.1




to synthesize a number of behavior-level designs into RTLpower could be as high as 44%. The power estimation in our
designs. For RTL modules, we synthesis each module, andpproach is as fast as logic-level approaches using the zero-
layout them by a physical design system GARDS [4] using adelay model because it requires only the cycle-based simula-
0.55um CMOS library. PowerMill uses the physical design tion at the RT-level and the logic-level. Also, our approach is
information of each module to achieve circuit-level accuracy about 275 times faster as compared with running PowerMill
for power estimation. The experimental results are obtainedhrough the entire input sequence.

by assuming that the clock rate is 10 M Hz. Table 2 showsg_ Conclusion

the modules used in four RTL desigmdlip, wavelet,and
volterra.

To achieve more accurate power estimation at the RT-

level, we propose a new approach to modeling the power dis-

Table 2: The modules for each RTL design sipation for RTL modules. Because transistor-level simula-
ripple- | sub- | array | 4-1 | regis- |co tion is used for library module characterization, the resulting
carry | tracter | multi- | MUX | terfile |n. model is very accurate. Based on the new hybrid power
adder plier model, the power dissipation of the RTL design can be effi-
#of bits | #of bits | # of bits| #of bity  # of bits - ciently estimated by only running RTL simulation and mod-
8 |16 | 8 | 16| 16| 32| 8| 16 8| 16 - ule-by-module logic simulation using the zero-delay model

elip |0 0 ol 5T 0 for the given input sequence. The experimental results show
that our power estimation time is on average 275 times
wavelet |0 [ 2 [ O 0 0 .
faster, and the error percentage is less than 6% as compared
volterra | 1 0j0}210}14)0]|6 1 with the results of running transistor-level simulation for the
entire design through the entire input sequence.
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Table 3: Estimation errors for each module

ripple-carry adder subtracter register file
input 8-bit 16-bit 8-bit 16-bit 8-bit
sequences| ours | pow- | error | ours | pow- | error | ours |pow- | error | ours | pow- | error | ours | pow- [ error
(mW) |ermill | (%) [(mW) [ermill | (%) [(mMW) [ermill | (%) |[(mMW) [ermill | (%) [(mMW) [ermill | (%)
(mW) (mW) (mW) (mW) (mW)
sequence 1| 0.75 [ 0.77 2.6 270 2.67 11 12 12 2.4 2710 216 2[8 1[07 110 7
sequence 2| 0.78 | 0.81 3.7 3.72| 3.64 2.2 1.42 148 4.1 208 216 317 1149 151 1.3
sequence 3| 0.48 | 0.46 4.3 237 244 2.9 0.66 0.64 3.1 247 219 3(7 109 113 B.5
sequence 4| 0.54 | 0.55 1.8 259| 252 2.8 1.22 1.28 0.4 2237 215 5|6 141 134 5.2
sequence 5| 0.49 [ 0.47 4.3 240| 2.48 3.2 1.01 0.98 3.1 224 217 312 101 098 B.1
average - - 3.3 - - 2.4 - - 2.7 - - 3.8 - - 3.2
array multiplier 4-1 multiplexor register file
input 16-bit 32-bit 8-bit 16-bit 16-bit
sequences| ours | pow- | error | ours | pow- | error | ours | pow- | error | ours | pow- | error | ours | pow- | error
(mw) [ermill | (%) |[(mMmW) |ermill | (%) |(MW) |ermill | (%) [(MW) [ermill | (%) |(mMW) |ermill | (%)
(mwW) (mWwW) (mWwW) (mWwW) (mWwW)
sequence I[ 7.80 7.45 4.7 18.9 195 3.1 0.4 0.45 4.4 1.54 1.50 217 2]20 2115 3
sequence 2[ 6.13 | 5.92 3.5 18.3| 19.0 3.7 0.63 0.60 5.0 175  1.79 2|2 251 263 1.6
sequence 3| 4.38 | 4.46 1.8 19.2| 185 3.8 0.34 0.40 5.4 1711 1.63 419 2J05 1498 B.5
sequence 4f 3.20 | 3.36 4.8 19.8| 18.6 6.5 0.99 0.96 2.1 241 227 2|6 2l41 256 5.9
sequence 5| 5.84 | 6.01 2.8 20.1| 19.0 5.8 0.77 0.74 4.1 147 1.39 5|8 240 231 B.9
average - - 3.5 - - 4.6 - - 4.1 - - 3.6 - - 4.0
Table 4: Power estimation of ellip
power dissipation (mW) CPU time (min.)
input sequences  steady-state power ours ) steady- ]
powermill ours powermill
estimation| error(%) | estimation  error(% state powe
sequence 1 252 37.3 421 47 40.2 0.3 0.3 132p1
sequence 2 24.9 38.5 38.5 49 40.5 0.31 0.31 134.60
sequence 3 22.7 39.3 39.0 4.3 37.4 0.33 0.33 127.p6
sequence 4 231 40.3 40.1 3.6 38.7 0.31 0.31 138.p3
sequence 5 24.1 36.7 36.3 4.7 38.1 0.29 0.2 131.p4
average - 38.4 - 4.4 - 0.31 0.31 132.9
Table 5: Power estimation of wavelet
power dissipation (mW) CPU time (min.)
input steady-state power ours steady-
sequences powermill state ours powermill
estimation | error(%) | estimatior)  error(%) power
sequence 1 30.0 48.1 60.6 4.8 57.8 1.12 1.12 290.76
sequence 2 28.1 50.2 58.2 3.2 56.4 1.05 1.05 292.58
sequence 3 29.2 47.3 53.7 3.1 55.4 1.08 1.08 289.13
sequence 4 30.8 46.1 60.1 53 57.1 1.12 1.12 287.54
sequence 5 29.0 48.9 54.7 3.7 56.8 1.10 1.10 290.43
average - 48.1 - 4.0 - 1.09 1.09 290.09
Table 6: Power estimation of volterra
power dissipation (mW) CPU time (min.)
input steady-state power ours steady-
sequences powermill state ours powermill
estimation | error(%) | estimatior]  error(%) power
sequence 1 13.9 45.1 24.0 5.1 25.3 0.74 0.74 91.2]
sequence 2 13.9 43.3 25.7 4.9 245 0.73 0.73 94.58
sequence 3 145 44.0 26.4 19 25.9 0.69 0.69 90.1B
sequence 4 13.9 459 26.7 3.9 25.7 0.71 0.71 92.54
sequence 5 13.5 46.2 24.3 3.2 25.1 0.71 0.71 91.0B
average - 449 - 3.8 - 0.72 0.72 91.92
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