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ABSTRACT

Second language (L2) learning is a complex process that is

difficult to model. This work aims to develop a computational

model of the teacher–learner interaction as used for L2 learn-

ing. The teacher model simulates a native English speaker,

which uses repetition as a teaching strategy, while the learner

model simulates a native Chinese speaker at an early stage

of L2 English learning. Joint simulation may allow valuable

insights into the entire learning process. In this study, speak-

ers from the speechocean762 corpus were enlisted, using a

word list that includes phonemes known to pose difficulties

for Chinese speakers. The similarity between the output of

the learning process and real learner data is evaluated using

MCD, PPG, and wav2vec 2.0 distortion measures. The re-

sults indicate that the similarity between the process output

and real learners with low proficiency is higher compared to

that with real learners with high proficiency.

Index Terms— Second language acquisition, Teacher-

learner interaction, Simulation, Pronunciation learning

1. INTRODUCTION

Language serves as a fundamental medium of human com-

munication, enabling individuals to convey ideas, knowledge,

and emotions. The growing prevalence of multilingualism,

with approximately half of the world’s population being mul-

tilingual [1], further emphasizes the increasing importance of

research in the field of second language (L2) learning. All L2

learners are generally assumed to progress through distinct

stages in their language acquisition journey, albeit at different

rates. These stages encompass the pre-production stage to

advanced fluency, with the early learning stage being partic-

ularly noteworthy [2]. Several studies have demonstrated the

impact of first langugae (L1) interpretation and the challenges

it presents for L2 learners. For instance, when Japanese

speakers learn English as a second language, they may en-

counter difficulties with minimal pairs such as ”rocket” and

”locket” [3]. Effective teaching strategies, such as incorpo-

rating pronunciation-focused activities like practicing with

minimal pairs, utilizing phonetic transcription systems, and

encouraging learners to mimic native speakers, enable L2

learners to enhance their pronunciation skills, accelerate their

language acquisition process, and achieve better proficiency

outcomes [4]. According to Larsen-Freeman (2012), repeti-

tion is an effective teaching strategy [5] which involves the

deliberate practice of repeating sounds, words, or phrases to

improve pronunciation accuracy and fluency.

As mentioned earlier, the process of L2 learning is com-

plex, influenced by factors such as the impact of the L1, teach-

ing strategies, and learner behavior. Simulation, in this con-

text, refers to employing computational models to mimic and

simulate the L2 learning process. By simulating and examin-

ing the interplay of these factors, a clearer understanding of

their relationships can be achieved, leading to informed deci-

sions on how to optimize the process of L2 learning [6]. This

optimization can be investigated by observing the progression

of learner proficiency over time.

A speech corpus provides invaluable training data for

computational models in language learning. The widely

recognized TIMIT corpus [7] stands as a notable example,

extensively employed for studying speech by including data

from native English speakers across various dialects and

languages. Furthermore, other publicly available corpora,

such as L2-ARCTIC, a non-native English speech corpus

with manual annotations [8], and the Sell-corpus, a Chinese-

English speech corpus [9], cater specifically to pronunciation

assessment. These corpora, equipped with phoneme-level

annotations, play a pivotal role in studying pronunciation

accuracy within the realm of language learning [10].

Evaluation metrics and performance measurement are es-

sential for assessing the effectiveness and quality of language

learning systems and models [11]. These metrics serve as

objective measures to evaluate learners’ performance, track

their progress, and assess the impact of instructional ap-

proaches. Pitch Periodicity Glottal-Derivative Dynamic Time

Warping (PPG-DTW) is the method employed in this study

[12] to analyze the data collected during the 42-day Shadow-

ing Marathon training. This method enables the examination

of gradual changes in both L2 perception and production.

Goodness of Pronunciation (GOP) is a specific objective

approach for evaluating learners’ pronunciation. By ana-

lyzing factors such as phonetic accuracy, stress, intonation,

and rhythm, GOP offers valuable insights into the overall
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pronunciation abilities of learners [13]. In addition to GOP,

another approach for language assessment is the Mispronun-

ciation Detection and Diagnosis (MDD) model. Traditional

language models often overlook mispronunciations, thus re-

quiring robust acoustic modeling to differentiate between

native productions with canonical phonetic pronunciations

and non-native pronunciations [14].

Intelligent Tutoring Systems (ITS) play a significant role

in modern education by simulating and augmenting the

teacher role, providing personalized instruction, feedback,

and support to students [15]. By passively offering person-

alized feedback, ITS analyze learners’ performance, identify

areas for improvement. Through the use of computational

models, ITS create interactive and tailored learning experi-

ences for individualized language acquisition. The progress

in computational models, specifically in natural language

processing, user modeling, and intelligent tutoring systems

(ITS), has driven the expansion of the discipline referred

to as Computer-Assisted Language Learning (CALL) [16].

CALL utilizes computational tools, interactive software ap-

plications, and online platforms to offer learners personalized

instruction, prompt feedback, and interactive language prac-

tice activities.

Computational models of L2 learners consider both their

perception and production of speech sounds. L2 speech per-

ception models, such as the Perceptual Assimilation Model

(PAM), are frameworks that aim to explain how L2 learners

perceive and categorize speech sounds [17]. PAM, in particu-

lar, focuses on how learners assimilate L2 speech sounds into

their existing phonological system. PAM proposes that L2

speech sounds are categorized based on their perceived simi-

larity to the sounds of the learners’ L1. The speech learning

model (SLM-r) is a computational model that aims to explain

the process of speech perception and production in L2 learn-

ers [18]. SLM-r proposes that L2 speech learning involves a

feedback loop between perception and production. Through

practice and production, learners gradually refine their pro-

duction of speech sounds, aligning them with their target lan-

guage’s phonological system.

In the field of L2 learning, computational models exist for

either the teacher or the learner, but none have effectively in-

tegrated both roles. The objective of this study is to simulate

the interaction between teacher and learner in the English pro-

nunciation learning process using deep learning algorithms.

Simulating this interaction is essential for exploring and ex-

perimenting with different teaching and learning strategies.

Furthermore, simulation allows for the manipulation of var-

ious variables and conditions that may be impractical to ex-

plore in real-world settings.

Fig. 1. The general proposed model for teacher-learner inter-

action in English language pronunciation learning.

2. SIMULATION OF TEACHER-LEARNER

INTERACTION

This section focuses on the development of the proposed

model of simulation of teacher-learner interaction in En-

glish language pronunciation learning. The development

of the learner model depicted in Figure 1, which captures

how learners perceive, recognize, and link speech to the pro-

duction model, is based on the contributions of researchers

in the field [17, 18]. These studies have provided valuable

insights into the cognitive processes involved in language

learning. Similarly, the design of the teacher model in the

proposed system, as shown in Figure 1, has been informed

by the findings of studies on teacher modeling [16, 15]. By

building upon these previous works, our proposed model in

Figure 1 integrates both the learner and teacher models to

simulate the interaction between them within the context of

English pronunciation learning as L2. Section 2.1 provides

further details on the teacher model, with its implementation

discussed in Section 3.1. Similarly, Section 2.2 offers com-

prehensive information on the learner model, accompanied

by its corresponding implementation details in Section 3.2.

2.1. Teacher model

The teacher model in the proposed system simulates an En-

glish native speaker and employs repetition as a teaching

strategy, where words are repeated multiple times with vary-

ing pronunciations. The repetition continues until the learner

model achieves satisfactory pronunciation. This indicates

the completion of the learning process within the proposed

model. The integrated pronunciation assessment model ana-

lyzes the learner’s phonemes and the output is used as scores

for each perceived phoneme from the learner model. The



learner tracing model updates the learner state based on the

score and current state. The teaching action model utilizes the

learner state to determine appropriate instructional actions,

guided by a learner state. The feedback generator model

produces corrective feedback in the form of a sequence of

phonemes. This phoneme sequence is then converted into

speech representation and synthesized to deliver customized

corrective feedback. These models work together to provide a

corrective feedback, enabling learner model to improve their

pronunciation effectively.

2.2. Learner model

The learner model within the proposed system simulates a

Chinese learner in the early stages of English learning. The

learner model actively engages by repeating after the teacher

model until the completion of the learning process, as deter-

mined by the teacher model. The perception model in the

learner model receives verbal feedback, which is a repeti-

tion of the intended word, and recognizes it as a sequence of

phonemes. The knowledge state, representing the acquired

phonemes recognized by the acoustic perception model, is

then updated by the learner knowledge model. The learning

action model utilizes the knowledge state and the perceived

phonemic transcription to determine the next learning action.

This model operates on the concept that learning behavior and

actions can be modeled as a sequence of decisions, informed

by the response generator model. The generated response

text is sent to an acoustic feature generator, which converts it

into a speech representation. Finally, the response synthesizer

synthesizes the speech representation to the teacher model.

These models collaborate to enhance learner model pronun-

ciation, collectively providing a more refined response to the

teacher model’s feedback.

3. EXPERIMENTAL SETUP

3.1. Teacher Model Implementation

The pronunciation assessment model, implemented using

GOP approach [13] with the Kaldi tool [19] and the WSJ-

CAM0 British English corpus [20], using a training set of

15.5 hours of speech from 92 speakers, a development set of

2.25 hours from 18 speakers, and a test set from 48 speakers.

The corpus provides detailed transcriptions for all the utter-

ances. The output of the pronunciation assessment model is

used as scores for each perceived phoneme from the learner

model. The learner tracing model updates the learner state

based on a rule-based approach. If the score from the pro-

nunciation assessment model matches the average score of

the teacher model feedback, the learner state transitions to

the final state. Otherwise, the learner state remains in the

learning state. The teaching action model determines the

next action using a rule-based model. If the learner state is

in the final state, the teaching process stops; otherwise, it

continues. The feedback generator model, also employing a

rule-based model, generates subsequent feedback based on

the selected action. In cases where further teaching is re-

quired, the phoneme sequence is passed to the next model.

For the generation of corrective feedback, the system em-

ploys Fastspeech2 [21]. This model has been trained on the

LJ speech corpus [22], a publicly available English speech

corpus consisting of 13,100 short audio recordings from a

single speaker.

3.2. Learner Model Implementation

The acoustic perception model outputs the phonemic tran-

scription of the perceived feedback received from the teacher

model. The learner model simulates the English language

learning process for a Mandarin native speaker. This involves

refining both the Mandarin acoustic model and language

model within the acoustic perception model. To prepare

the data, the AISHELL-1 corpus [23] was used to train an

acoustic model with Kaldi tool [19]. Forced alignment was

then performed on the audio files accompanied by word-level

transcripts, and the phoneme-level transcript was extracted.

The training and testing corpus were then prepared using

the phone-level transcript, and features were extracted us-

ing high-resolution Mel-frequency cepstral coefficients. The

learner knowledge model updates the knowledge state, which

represents the most frequently perceived phonemic transcrip-

tion. The learning action model determines the next action

using a rule-based approach. Each perceived phonemic tran-

scription is compared with the knowledge state, and if the

nonverbal feedback increases, the action is to respond with

the perceived phonemic transcription. Otherwise, the ac-

tion is to choose the most recent phonemic transcription

from the knowledge state. Finally, the response synthesizer,

implemented using the Fastspeech2 model [21] trained on

the AISHELL-3 corpus [24], is utilized to synthesize a ver-

bal response from the generated phoneme sequence. The

AISHELL-3 corpus is a multi-speaker Mandarin audio cor-

pus containing a total of 88,035 recordings from 218 native

speakers.

3.3. Corpus processing

A reference set was prepared using the speechocean762 cor-

pus [25] to evaluate the similarity between the output of the

proposed learning process described in Section 2. This cor-

pus, which consists of 5,000 English utterances collected

from 250 Mandarin speakers, is freely available as an open-

source resource. Each audio file is assigned five attribute

scores at the utterance level, ranging from 0 to 10. These

scores assess the accuracy, fluency, completeness, prosody,

and overall quality of the audio. The evaluation process in-

volves five expert evaluators, who independently score each

utterance according to the same metrics. The reported score is

the average of their assessments. The training set comprises



Fig. 2. A list of 20 words with two different proficiency lev-

els. p1 and p2 denotes low and high proficiency respectively

2,500 utterances, 15,849 words, and 47,076 phones, while

the testing set consists of 2,500 utterances, 15,967 words,

and 47,369 phones. These sets are combined and used as the

reference set.

Proficiency calculation The proficiency of each speaker

was assessed by calculating the average reported accuracy

score for all their utterances. In order to investigate the in-

fluence of language proficiency on L2 learning, the study cat-

egorized the speakers in the reference set into two groups:

low proficiency (p1) and high proficiency (p2). Table 1 pro-

vides details on the proficiency range, number of speakers,

and word count for p1 and p2.

Table 1. Proficiency range, Number of speakers, Number of

utterance and number of words in p1 and p2
Proficiency range #Speakers #Uttrenc #Words

p1 3.95 - 7.5 142 2,840 16,960

p2 7.5 - 9.55 43 860 4,105

To simulate the early stages of language learning, a

learner model was employed, which utilized an acoustic

perception model and a response synthesizer trained in Man-

darin. Consequently, the output of the learner model’s ut-

terances should exhibit more similarities with the utterances

of p1 speakers, as compared to the output generated by the

learner model and the utterances of p2 speakers.

Word-list Selection The word list selection process was

guided by previous research, specifically focusing on iden-

tifying phonemes that Chinese speakers commonly struggle

with when learning English [26]. A meticulously curated

word list of 20 words was then assembled, with each word

carefully selected to specifically address one or more of these

challenging phonemes. The primary goal was to highlight the

distinctions between the phonemes in L1 and L2, enabling

a more precise analysis of their pronunciation abilities. Ad-

ditionally, a random word ID was assigned to each word in

the list. Figure 2 shows the visual representation of the word

count in both p1 and p2.

Speakers Selection To ensure the quality of the speech

data and address potential issues related to children’s speech

[27], a sample of speakers aged 10 years and above was

specifically chosen. A total of 175 speakers are included in

this study, encompassing a diverse mix of male and female

participants. For each word, two random speakers from p1

and two random speakers from p2 were selected, allowing for

a well-rounded representation across proficiency groups.

4. RESULTS AND DISCUSSION

4.1. Evaluation metrics

The system’s performance evaluation includes various met-

rics. Among them, mel-cepstral distortion (MCD) measures

the difference between sets of mel-cepstral coefficients, rep-

resenting the speech signal’s spectral envelope [28]. Addi-

tionally, distortion metrics based on wav2vec 2.0 features and

phonetic posteriorgrams are assessed. Wav2vec 2.0 features

capture high-level representations of speech signals [29],

while phonetic posteriorgrams provide information about the

distribution of phonetic content [30]. These metrics compre-

hensively evaluate aspects such as spectral fidelity, phonetic

accuracy, and other relevant features of the generated or

modified speech signals.

4.2. Mel cepstral distortion

The MCD measures spectral distortion between some source

and target mel cepstral coefficients. It is computed using the

following equation, The applied MCD, between the output

of the proposed learning process and reference set, offers a

robust quantitative measure for assessing the perceptual dif-

ferences between two sets of mel-cepstral coefficients

MCD[dB] =
10

log10

√

√

√

√2

k
∑

i=1

(MCCc

i
−MCCt

i
)2 (1)

where, i represent mel cepstral coefficients index, MCCc

i
and

MCCt

i
denote ith dimensional coefficient of the converted

and target coefficients, respectively. In Figure 3, the mean

MCD values obtained from 100 samples per word are re-

ported. For each of the word, two MCD values are com-

puted: first between learner model output and low proficient

speakers (p1) from speechocean762 corpus and second be-

tween learner model output and high proficient speakers (p2)

from speechocean762 corpus. From Figure 3 it is observed

that 60% of the samples have lower MCD values, 20% have

similar MCD and 20% have higher MCD values.

4.3. Phonetic posteriorGrams distortion

The Phonetic PosteriorGrams (PPG) representation is de-

signed to capture speech characteristics while suppressing

extralinguistic factors [30]. It achieves this by converting a



Fig. 3. Plot of MCD scores obtained for 20 words. p1 and p2

denotes low and high proficiency respectively

speech frame into a posterior probability distribution over a

comprehensive set of context-dependent phones. In Figure 4,

the PPG-based distortion is presented for two proficiency lev-

els. For each word, two PPG distortion values are computed:

the first between the learner model output and p1 speakers,

and the second between the learner model output and p2

speakers. Figure 4 demonstrates that the majority of words

with low proficiency exhibit lower PPG distortion.

Fig. 4. Plot of PPG based distortion obtained for 20 words.

p1 and p2 denotes low and high proficiency respectively

4.4. Wav2vec 2.0 distortion

In addition to MCD and PPG-based distortions, wav2vec

2.0-based distortions were also analyzed [29]. A pretrained

wav2vec 2.0 model was utilized to extract frame-level repre-

sentations. These representations capture both the acoustic

and linguistic properties of the audio [31]. Similar to MCD

and PPGs, the wav2vec 2.0-based distortion is computed

between the learner model output and the corresponding

word sample from the speechocean762 corpus. The wav2vec

2.0-based distortion is obtained by first aligning the features

from two groups using DTW. Subsequently, the euclidean

distance is computed for the aligned features, and the mean

of all values across all frames is calculated. In Figure 5, the

wav2vec 2.0-based distortion is shown for two proficiency

levels. For each word, two wav2vec 2.0-based distortion val-

ues are computed: first between the learner model output and

low proficient speakers (p1), and second between the learner

model output and high proficient speakers (p2). Figure 5

depicts that the wav2vec 2.0-based distortion is lower for all

low proficiency speakers.

Fig. 5. Plot of wav2vec 2.0 based distortion obtained for 20

words. p1 and p2 denotes low and high proficiency respec-

tively

5. CONCLUSIONS

This paper presents a computational model that captures the

teacher-learner interaction in L2 learning, providing valuable

insights into the learning process. Through joint simulation

of the teacher and learner models, a comprehensive evalu-

ation was conducted, comparing the model’s output to real

learner data from the speechocean762 corpus, considering

both low and high proficiency levels. The evaluation encom-

passed multiple metrics, including Mel cepstral distortion

(MCD), which revealed that 60% of the samples had lower

values, 20% had similar values, and 20% had higher values,

indicating the model’s effectiveness in spectral precision. Ad-

ditionally, the evaluation encompassed wav2vec 2.0 features

and phonetic posteriorgrams, showcasing lower PPG-based

distortion for most low-proficiency words, while wav2vec

2.0 distortion was lower across the board. In essence, the

lower distortion suggests that the computational model is

successfully simulating the pronunciation challenges faced

by learners at an early stage of L2 English learning, making

it a valuable tool for understanding and potentially improving

the L2 learning process.
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