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ABSTRACT

We present a joint Speech and Language Model (SLM),
a multitask, multilingual, and dual-modal model that takes
advantage of pretrained foundational speech and language
models. SLM freezes the pretrained foundation models to
maximally preserves their capabilities, and only trains a sim-
ple adapter with just 1% (156M) of the foundation models’
parameters. This adaptation not only leads SLM to achieve
strong performance on conventional tasks such as automatic
speech recognition (ASR) and automatic speech translation
(AST), but also unlocks the novel capability of zero-shot
instruction-following for more diverse tasks. Given a speech
input and a text instruction, SLM is able to perform unseen
generation tasks including contextual biasing ASR using
real-time context, dialog generation, speech continuation,
and question answering. Our approach demonstrates that the
representational gap between pretrained speech and language
models is narrower than one would expect, and can be bridged
by a simple adaptation mechanism. As a result, SLM is not
only efficient to train, but also inherits strong capabilities
already present in foundation models of different modalities.

1. INTRODUCTION

Recent advances in foundation models of text and speech have
offered new opportunities to build strong speech-language
models without a large amounts of paired speech-text data.
Text foundation models have demonstrated impressive capa-
bilities and performance on a wide range of language tasks
[1} 2], and audio foundation models have recently advanced
the state-of-the-art in speech recognition and understanding
tasks [3l14]. Developing effective approaches that unify foun-
dation models of both modalities is a natural way of building
strong speech understanding models without requiring a large
amount of paired speech-text data.

In previous work, a joint Speech Language Model (SLM) [5]]

was introduced using an adapter-based approach [6] to unify
pretrained speech and text models for an end-to-end English
dialog understanding task, namely, MultiWoz [7]. In this
work, we refine the proposed SLM using multilingual speech
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Fig. 1. SLM consists of a frozen pretrained speech model, a
frozen pretrained LLM and an adapter to bridge from speech
to textual embeddings. Therefore, SLM extends LLM’s
instruction-following capabilities beyond text to speech in-
puts and successfully performs multiple O-shot tasks.

and language foundation models to unlock new multitask
and 0-shot capabilities. In contrast to the previous version
of SLM, in this work the two foundation models are kept
frozen to safeguard their inherent capabilities and an adapter
is trained to bridge the two modalities. The adapter takes the
output of the speech encoder, applies a uniform subsampling
approach to reduce the sequence length, and learns to map
the audio representation into the textual representation space
that can be interpreted by the frozen LLM.

The key contributions of this work are:

» A lightweight and efficient approach to glue frozen
speech and text foundation models with a simple
adapter, maximally preserving the native capabilities in
the pretrained foundation models.

* A robust and generalizable model that achieves strong
performance on a variety of speech tasks including
ASR, AST and speech biasing.

* The proposed system demonstrates novel cross-modality
zero-shot instruction-following capabilities, with speech
as inputs and text as instructions.

We describe our approach and model in Section [3] the

training data and tasks in Section 4] experiment setup in Sec-
tion 3] illustrate several zero-shot capabilities in Section [6.3]




and report quantitative results on ASR, AST and biasing tasks
in Section [f] The implication of our results are discussed in
Section[7]and summarized in Section [§]

2. RELATED WORK

To place this work in the context of the existing literature,
we review a few representative models in this realm. In
SpeechGPT [8], the speech input is converted into Hu-
BERT [9] units which are then treated similar to the text
tokens as input to the LLM. The entire model is then fine-
tuned on different speech tasks. The capabilities of the model
are illustrated using anecdotal examples, but the quantitative
effectiveness of their method is unclear since no metrics on
benchmark tasks are reported. The approach of AudioPalLM
and AudioLM [10} [11] focus on pretraining a multimodal
(audio and text) foundation model using an extended vocabu-
lary with audio and text tokens to allow audio generation. In
contrast, our work focuses on utilizing two frozen pretrained
foundation models. Pengi [12]] feeds audio into a frozen lan-
guage model by using the output of a speech encoder, with
the encodings being treated as the prefix to the standard text
prompt. The focus of Pengi is on acoustic classification of
sounds, emotions and music. ImageBind [13] attempts to
learn a joint embedding across six modalities including im-
ages, text, audio, depth and thermal data. The model expects
relevant image data in the input and cannot readily learn
cross-modal capabilities, for example, from audio-text paired
data. Listen, Think, and Understand (LTU) [14] leverages
LLM’s reasoning capabilities to improve acoustic scene un-
derstanding, which was trained on a large audio QA dataset.
Instead of acoustic scene understanding, our work focuses on
spoken language tasks such as ASR, AST and other zero-shot
language tasks. In AudioToken [15[], an adapter is used to
concatenate acoustic embeddings to text embeddings. Simi-
lar to our work, they trained only the adapter while keeping
the acoustic encoder and the text-to-image diffusion model
frozen. However, the focus of their work is image generation,
while this work aims to improve spoken language tasks.

3. MODEL: THE ADAPTER SANDWICH

SLM glues a pretrained speech encoder with a pretrained
LLM using a simple adapter where the adapter is sandwiched
between the two frozen models, as illustrated in the Figure |Zl
We use SLM to refer to the combination of a pretrained LLM,
a pretrained speech encoder, and the adapter.

SLM supports two input modalities with speech and text
inputs. The speech input S7.;y of length U is fed into speech
encoder which generates speech embedding Sf;; with di-
mension D. The speech encoder is taken from a pretrained
encoder-decoder ASR model whose decoder is discarded.
The embeddings Sf;; are down-sampled to S¥;;, by about a

factor of 4x, as described further in Section [3.1] This reduc-
tion allows longer speech inputs. The down-sampled speech
embedding sequence ST, is then fed into an adapter, which
in our case is simply a few transformer layers, as few as 2
layers in our experiments.

The text input X;.p of length 7" is embedded by the em-
bedding layer of the LLM. The text embedding sequence
X[} is then concatenated along the time dimension with the
output sequence from the adapter SE;;, to get XE,||SE,,
(i.e. “{text instruction} {audio}”). Note that the adapter
output dimension F as the text embedding. The concatenated
embedding sequence X{||SE,, is fed into the rest of the
LLM transformer stack.

We use the next-token-prediction loss as the training ob-
jective for the adapter, using a mixture of tasks (see Section
H). The target sequence can be either speech transcripts, trans-
lation sentences, or any open ended generation targets. Intu-
itively, SLM adapter is trained to implicitly map the reduced
speech embedding ST);;, into the same representation space as
text embedding, so that the adapted speech embedding SfU,
can be “understood” by the frozen LLM.

By supporting both speech and text inputs in the manner
described above, we hypothesize that the text input serves as
an effective prompt for speech inputs, allowing the model to
follow instructions. In Section we demonstrate several
examples tasks, lending credibility to this hypothesis.
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Fig. 2. Model architecture of SLM. The encodings from
the output of the speech encoder is downsampled and adapted
to the input textual embedding representation of the frozen
LLM.



3.1. Speech sequence length reduction

We reduce the speech encodings sequence to similiar length
as the corresponding text word-piece sequences. This is im-
portant for improving both training and inference efficiency
and allows the model to handle long speech inputs. A uni-
form reduction is applied, where the output sequences are re-
duced at a fixed rate. In our experiments, we discard 3/4 of the
frames randomly and thus reduce speech encoding sequence
to only 1/4 of its original length.

4. TRAINING DATA MIXTURES

SLM was trained using a mixture of supervised learning tasks
where the inputs include speech signals, text instructions; and
the output is the text string in different tasks such as ASR
transcripts and speech translation sentences.

1. Speech Recognition: The fixed instruction for this task
is “Recognize this speech in {lang}”, where we re-
place {lang} with the actual language name for the
input speech. We used multilingual YouTube corpus
[3]] for this task which contains 75 languages harvested
from YouTube and amounts to 90k hours.

2. Speech Translation: The model takes a speech input
and generates its corresponding translation for a spec-
ified target language. The instruction for this task is
“Translate this speech from {src_lang} to {tgt_lang}”,
where we replace {src_lang} with the actual language
name for the input speech, and {7gz_lang} with the tar-
get language name to be translated into. We use CoV-
0oST2 corpus [16] for this task, which is a speech to
text translation dataset covering translations from 21
languages into English and from English into 15 lan-
guages, totaling about 2.9k hours of audio.

3. Speech Instruction Tuning: The model takes a speech
input and a text input as instruction, and predicts an
appropriate answer following this instruction. Differ-
ent from previous tasks using a fixed instruction, this
task has varied instructions for different data samples
such as dialog generation, named entity recognition
and question answering. The task is to train the model
to adeptly follow diverse instructions, avoiding over-
fitting to any fixed instructions above, which is critical
to the success of downstream 0-shot instruction follow-
ing tasks. We used Alpaca dataset [[17], in which data
samples contain {instruction, input, output}, where in-
struction describes the task the model should perform,
input is an input context for the task, and output is
the answer to the instruction. The speech input was
generated using a TTS system described in [18}[19].

5. EXPERIMENTS

5.1. Pretrained Foundation Models

We used the Universal Speech Model (USM) [3] as our
speech foundation model. USM encoder of 2B parameters
was first pretrained with BEST-RQ [20] and subsequently
finetuned with a LAS decoder of 128M parameters on the
75-language YouTube corpus as introduced in [3]].

We used TS5 family [21] as the text foundation model,
which has the encoder-decoder architecture. Specifically, we
adopted mTO-MT XXL checkpoint with 13B model size that
was readily available [22]. This model was trained on mC4
corpus [23] which covers 101 languages with multilingual in-
struction tuning capability.

5.2. Training

The adapter is a transformer stack with L layers, where L is a
hyper-parameter. By default we use two layers of transformer
as the adapter (L = 2) unless stated otherwise. We adopt the
same transformer implementation as used in mTO-MT XXL.
The transformer layer size is also the same as in mTO-MT
XXL, where the number of heads is 64, the head dimension is
64, the embedding dimension is 4096, and the projection layer
dimension is 10240. This total parameter count of the adapter
is 156M. The adapter parameters are learned from scratch.

We used a data mixture of combining all tasks described
in the Section[d] where all tasks have the unified input-output
format:

* Text prompt input, instruction about the task to perform,

» Speech input, content as audio, and

* Text response output, target responses.

The mixing ratio is proportional to the number of data
samples in each task. We used 250k multilingual sentence
piece vocabulary. The training objective is the cross-entropy
loss for next token prediction in a sequence, which is the stan-
dard language modeling objective. To preserve the capabili-
ties of existing speech and text models, we froze both of the
speech and text foundation models during training and only
trained the adapter, as mentioned before.

5.3. Evaluation

We first evaluated our model on conventional speech recog-
nition and translation tasks. For 0-shot instruction following,
we demonstrate quantitative results on a contextual biasing
ASR, where we instructed the model with real-time context.
Furthermore, we also show empirical studies on 0-shot open-
ended question answering tasks.

1. Speech Recognition: We evaluated on the test set
of SpeechStew ASR [24], VoxPopuli ASR [25], and
FLEURS ASR [26]. The performance was computed
in terms of word error rate (WER) using the JIWER
implementation [27]].



2. Speech Translation: We evaluated on CoVoST2 AST
task [[16] and report BLEU scores on X-to-En test sets
using the SacreBLEU and corpusBLEU implementa-
tions [28l 29].

3. Speech Recognition with Contextual Biasing: This task
evaluates the model’s ability on recognizing speech us-
ing runtime context (i.e., named entities). We provide
the model with real-time retrieved entities in the text
prompts. We report WERs on the multi-context TTS
corpora in [30], where W_PREFIX and WO_PREFIX
evaluate the in-domain performance: each utterance
is assigned a correct bias entity + distractor entities;
ANTI evaluates the out-of-domain performance: each
utterance is associated with distractor entities only. The
original corpora contains variants scaling from 0 to 3K
bias entities assigned to each utterance. For simplicity,
we combined the entities across test-set variants and
constructed a single retrieval database with 4.55K bias
entities in total, and scored each utterance against it.

e ANTI: The transcript truths simulate the voice
assistant traffic, examples include “what’s the
weather”, “turns the lights to 100%”.

e W_PREFIX: The transcript truths contain pre-
fixed patterns such as “open $APPS”, “call $CON-
TACTS”, “play $SONGS”.

* WO_PREFIX: The transcript truths are entities
chosen from $APPS, SCONTACTS, $SONGS.

6. RESULTS

6.1. Speech Recognition

We present the results of ASR evaluation in Table [I] on an
English corpus using SpeechStew [24], as well as on multi-
lingual corpora using Voxpopuli [25] and FLEURS [26]. The
instructions during evaluation are similar to the ones in train-
ing (e.g., “Recognize this speech in {lang}”). Note that, all
ASR evaluations are performed on out-of-domain tasks, since
we didn’t include any training data from SpeechStew, Vox-
populi, or FLEURS in the training mixture. We compare per-
formance of our SLM model to USM baselines|[3] trained on
the same YouTube dataset as used in our training mixture.

6.2. Speech Translation

We report speech translation performance on CoVoST2 [16]
corpus in Table[2] where the performance is averaged over 21
pairs of X-to-En translation. Here again, the instruction dur-
ing evaluation and training are the same (e.g., “Translate this
speech from {src_lang} to {tgt_lang}”). In this case, the re-
sponse from the model are scored without any normalization.

Eval set USM-LAS SLM SLM-FT
English

“ Common Voice 126 108 75
AMI (ihm) 16.6 18.4 15.4
AMI (sdm) 36.3 40.7 36.9
Librispeech (clean) 3.2 4.8 2.6
Librispeech (other) 5.5 7.4 5.0
Switchboard 10.6 12.7 10.3
Tedium 2.9 3.4 2.9
Wall Street Journal 4.8 4.4 3.0

Multilingual

“Voxpopuli 131 140 130

FLEURS 13.3 13.8 12.4

Table 1. Speech recognition results. For most languages,
we computed Word Error Rate (WER %) after removing cap-
italization, punctuation and text normalization. For Chinese,
Japanese, Thai, Lao, and Burmese character error rate (CER
%) is computed similar to Whisper [4]. Voxpoluli WER is
an average of 14 languages. FLEURS WER is an average of
54 languages in Fleurs which are also present in the YouTube
corpus. For SpeechStew dataset, Whisper normalization was
applied on references and predictions. We also report per-
formance of a fine-tuned SLM (SLM-FT) after training SLM
text encoder on YouTube corpus.

6.3. Zero-shot Instruction Following
6.3.1. Speech Recognition with Contextual Biasing

We evaluated the contextual biasing ASR as a general speech
recognition task using the same instruction to that used in
other ASR tasks, as shown in the 2nd column in Table 3
Typically, a specific list of phrases is given for each speech
utterance. We provided this list in the prompt and instructed
the model to pick the most relevant phrase, i.e., “Recognize
this speech in language English using potential mention -
{biasing entity}”. We used an off-the-shelf speech retriever
[S] to retrieve top-1 entity mention from the speech, and re-
place {biasing entity} with it in the prompt above.

Model BLEUT (X-to-En)
Whisper [4]] 29.1
mSLAM-CTC [31] 25.2
MAESTRO [32]] 25.2
USM-M [3] 30.7
Mu?SLAM [33] 27.1
AudioPalLM-2 [10] 37.8
SLM 33.0
SLM-FT 37.4

Table 2. Speech translation results on CoVoST2 test set.



In the 0-shot instruction prompt experiment (C-ASR), we
observe the SLM model gives about 46.2% relative (32.7 —
17.6) performance gain. We also demonstrate that further
WER reductions can be achieved by fine-tuning the model pa-
rameters on task specific training corpora (C-ASR-FT): e.g.,
fine-tune adapter only: (17.6 — 7.8), fine-tune TS5 encoder:
(17.6 — 5.1).

Prompttype = ASR C-ASR C-ASR-FT
(Adapter) (T5-Enc)
ANTI 10.3 10.4 11.8 11.2
W_PREFIX 14.8 8.6 1.7 1.0
WO_PREFIX 32.7 17.6 7.8 5.1

Table 3. ASR contextual (C) biasing WERs. ASR corre-
sponds to using the same prompt as training time “Recognize
this speech in language English”; C-ASR corresponds to 0-
shot instruction prompt; C-ASR-FT corresponds to variants
where adapter / TS-Enc model weights are further fine-tuned
on task specific training corpora, which consists of 12K syn-
thetic TTS examples with equal coverage on $APPS, $CON-
TACTS and $SONGS, the carrier phrase patterns of the exam-
ples closely match the W_PREFIX test-set but are combined
with non-overlapping named entities for generalization.

6.3.2. Open-ended generation

We prompted SLM with more diverse instructions, ranging
from dialog generation, named entities recognition, and ques-
tion answering (QA). See Table 4] for illustrative samples.

In particular, we tested the speech-based QA capabilities
using Natural Question dataset [34], where we verbalized the
text questions into spoken versions using TTS, and prompted
SLM with the instruction How do you answer this?

We observe that indeed SLM is capable of following the
instruction and answering question. Like in standard LLMs,
the freely-generated answers may be hallucinated. To investi-
gate whether the hallucination was introduced from the adap-
tation process or inherited from the LM, we ran the original
mTO-MT language model on the text-based NQ dataset, and
found that similar hallucinations were present in mTO-MT for
open-ended QA tasks.

7. DISCUSSION

7.1. Adaptation depth

To gain a deeper understanding of the required adapter depth
for successfully integrating pretrained models from speech
and language modalities, we varied the number of transformer
layers in the adapter from 1 to 8. We observed notable per-
formance improvement from 1 to 2 layers, but the perfor-
mance saturated after 2 layers. This implies that the repre-
sentation gap between the pretrained speech model and text

model might be narrower than expected, and can be bridged
by a shallow adaptation from speech encoding to the LLM
embedding space.

We also experiment different adaptation approaches, such
as low-rank adaptation [35] or using a more sophisticated
Flamingo-style approach [36]] to inject the speech information
into the LLM transformer stacks via cross-attention, which
will be included in future work.

7.2. Impact of pretrained LLMs

We compared different LLM checkpoints in T5 family:
mT5 [23], mT5-LM-adapted [37], mTO-MT [22] (used in
this work), T5 [21]], T5-flan [38], and observed that the pre-
trained LLM plays a crucial role in both training efficiency
and model quality after adaptation. We found that those
LLMs pretrained with LM objective [39] (such as mT5-LM-
adapted, mTO-MT, T5-flan) require significantly less time to
train adaptation compared to LLMs solely pretrained with
masked language model objective [40]] (such as mT5 and T5).
For example, with the same computational resources, adapt-
ing TS or mTS5 takes a few days to converge, while T5-Flan
and mTO-mt takes a few hours.

The intrinsic capabilities of pretrained LLMs determine
instructions following quality of the trained SLM. For LLMs
without zero-shot instruction capabilities (T5 and mT5), the
adapted SLM is not able to perform 0-shot instruction follow-
ing either. When the LLMs have poor performances on cer-
tain downstream tasks (such as QA task), the adapted SLM
also exhibits poor accuracy on those tasks.

This again confirms that the thin adapter layer itself only
provides the transformation from speech modality to text
modality, but does not store world-knowledge as in LLMs.

In this work, we only compared different encoder-decoder
variants of LLM. However, the proposed adaptation approach
also applies to decoder-only LLMs. In future work, we will
present a more comprehensive comparison between both
encoder-decoder and decoder-only LLM:s.

7.3. Train adapter only v.s finetune LLM

In previous sections, we presented a general SLM for a wide
range of speech tasks without the need of altering the weights
of the original speech model or LLMs. In this section, we
explore further finetuning SLM on any downstream corpus
with LLMs unfrozen. This can be used to tailor to a specific
downstream task to achieve optimal quality.

By finetuning SLM adapter using the in-domain contex-
tual biasing training set, the WER decreases from 8.6% to
1.7% compared to the 0-shot case. By allowing LLM encoder
unfreezing, the WER further decreases to 1.0%, see details in
the Table[3l

By finetuning SLM on CoVoST2 dataset with the LLM
encoder unfrozen, we observed BLEU score increases from



Instruction

Prediction

Audio Content: I don’t feel well since last night, I had headache and I took a pill of Ibuprofen. I went to bed early.

I don’t feel well since last night, I had headache and
I took a pill of Ibuprofen. I went to bed early.
Headache.

Ibuprofen.

This person is sick.

MHEEBRBCANKEF IR, Bk, 2 T A RS2 - BARFHE T -

Recognize this speech:

What symptoms are mentioned?
What medicines are mentioned?
What happened to this person?

Translate this speech to Chinese:

Audio Content: can you open hay day please

Can you open hi day please?

Recognize this speech:
Recognize this speech with potential mentions -
“Hey Ya!”, "Happy Day”, ”Bad Day”, "hay day”

Can you open hay day please?

Audio Content: Can I reserve a double-room for 4 nights, for 2 adults and a kid? Also we’d like to add breakfast.

Sure, when will you be arriving?
Sorry we don’t have double-room available for 4 nights. Do you
consider a single bed room?

How would you answer this?
How would you answer this if you don’t
have such a room?

Est-ce que je peux réserver une chambre double pour 4 nuits, pour

Translate this speech to French:

2 adultes et un enfant ?

Nous aimerions également ajouter le petit-déjeuner.

Audio Content (From NQ dataset): Give the formula for the following substance carbonic acid

H2CO3 / [Groundtruth: H2CO3 (equivalently OC(OH)2)]

How do you answer this?

Audio Content (From NQ dataset): The resting stage of the cell cycle is

The phase where the cell does not divide. / [Groundtruth:

How do you answer this?

A phase where the cell has left the cycle and has stopped dividing]

Table 4. Zero-shot instruction following examples. Given the same speech inputs, SLM can respond differently according to
instructions. Particularly, we show predicted answers on audio Natural Question corpus. SLM is able to follow the instruction

to answer the spoken question.

33.0 to 37.4, which is on-par with the current SOTA CoVoST2
AST performance from AudioPalL.M [10].

7.4. End-to-end speech-to-X v.s. cascaded ASR+LLM

A question that often comes up is whether the end-to-end
model has an edge over a cascade pipeline where the speech
is fed to an ASR system and the transcripts are send to
LLMs. To answer this, we ran ablation studies on AST
task, where we applied the same speech and text foundation
model as in SLM: USM LAS model for ASR, and mTO-MT
for text-to-text translation. Specifically, we prompted the
mTO-MT model using a similar instruction “Translate this
from {src_lang} to {tgt_lang}” as we used in SLM training
mixture.

We observed that the cascaded pipeline has significantly
worse performance than the end-to-end SLM (i.e., CoVoST2
Fr-to-En BLEU degraded from 38 to 32). This is presumably
due to ASR errors. One potential approach to improve the
cascaded system is to further finetune LLMs on ASR tran-
scripts, which will effectively improve the robustness to ASR
errors, but will apparently requires further finetuning and al-
ters the original capabilities of LLMs.

8. CONCLUSIONS

We present SLM, a multitask, multilingual, and dual-modal
speech-language model. SLM comprises a frozen pretrained
speech encoder, a frozen pretrained LLM, and a light-weight
adapter that maps the output of the speech encoder to the in-
put of the LLM. Apart from the speech input, additional text
input can be used as the prompts to specify the tasks that SLM
needs to perform.

In this work, we showcase the adaptation of output encod-
ings from speech foundation model USM [3] to input textual
embeddings of large language model mTO-MT [22]. Never-
theless, SLM can be easily applied as a plugin for any speech
encoder and LLM pair. In future work, we will present a more
comprehensive comparison across different speech encoders
and both encoder-decoder and decoder-only LLMs. We will
also compare different adaptation approaches, for example,
residual [6] adaptation or LoRA [35]].
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