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ABSTRACT

Creating synthetic voices with found data is challeng-
ing, as real-world recordings often contain various types
of audio degradation. One way to address this problem is
to pre-enhance the speech with an enhancement model and
then use the enhanced data for text-to-speech (TTS) model
training. This paper investigates the use of conditional dif-
fusion models for generalized speech enhancement, which
aims at addressing multiple types of audio degradation si-
multaneously. The enhancement is performed on the log
Mel-spectrogram domain to align with the TTS training
objective. Text information is introduced as an additional
condition to improve the model robustness. Experiments on
real-world recordings demonstrate that the synthetic voice
built on data enhanced by the proposed model produces
higher-quality synthetic speech, compared to those trained
on data enhanced by strong baselines. Code and check-
points of the proposed enhancement model are available at
https://github.com/dmse4tts/DMSE4TTS.

Index Terms— Personalized speech synthesis, found
data, generalized speech enhancement, text-informed speech
enhancement, conditional diffusion models

1. INTRODUCTION

Text-to-speech (TTS) models are typically trained using care-
fully recorded databases. Collecting such recordings is costly
and sometimes impractical. In real-world applications, some-
times only low-quality recordings from the target speaker(s)
are available. This has motivated the study of speech synthe-
sis with found data, i.e., speech data that are not purposely
recorded for the development of TTS systems [1–8].

Developing TTS systems in this context is challenging,
given the highly varied degradation of audio quality affect-
ing the found data. Synthetic voices built directly with low-
quality recordings would inevitably produce distorted speech.
Previous studies have attempted to tackle this problem within
the TTS framework, by augmenting the acoustic model with
an additional noise embedding [7, 8]. This enabled TTS
model training with noisy speech, but did not consider the im-
pact of other forms of audio degradation. Background noise
is not the only disturbance present in real-world recordings.
With this in mind, it might be more practical to pre-enhance

found data with a separate generalized speech enhancement
model [9–14], which aims at addressing multiple types of
audio degradation simultaneously.

In the present study, we propose to use conditional dif-
fusion models for generalized speech enhancement, and ap-
ply enhancement directly to log Mel-spectrograms to align
with the TTS training objective. The choice of a diffusion
model is motivated by the work of Palette [15], which used
a single generalist diffusion model to deal with a range of
image-to-image translation tasks. Mel-spectrograms are time-
frequency representations that can be treated as images. Thus
we expect that the diffusion model would be effective in Mel-
spectrogram enhancement. To improve the model robustness
against unseen forms of audio degradation, text content of
speech is used as an additional condition, which is typically
available in the context of TTS training.

We applied the proposed enhancement model to a real
case of speech generation: developing a personalized syn-
thetic voice for a male Cantonese speaker with 37-minute
found recordings. This gentleman lost the ability to speak
after receiving laryngectomy a few years ago. The record-
ings he provided, though containing multiple types of degra-
dation, are the only available and precious record of his voice.
TTS models are trained with speech enhanced by different
systems. Subjective evaluation by human listeners show that
the synthetic voice built on speech enhanced by the proposed
model is rated higher for both cleanliness and overall impres-
sion, compared to those trained on data enhanced by strong
speech enhancement baselines.

2. RELATED WORK

2.1. Speech synthesis with found data

A number of previous studies have approached the problem
of speech synthesis with found data. [5, 6] designed algo-
rithms to automatically select clean recordings from crowd-
sourced data. Others consider the situation when there are no
high-quality samples in the found data. [7, 8] augmented the
TTS model with an additional noise embedding, which can
separate environmental noise from clean speech during TTS
model training. Another line of research [1–4] approached
the problem in two steps: pre-enhance the low-quality speech
audio and then use the enhanced data for TTS model training.
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2.2. Generalized speech enhancement

Several prior works [9–13] have approached the problem of
generalized speech enhancement, i.e., addressing multiple
types of audio degradation simultaneously. Their successes
rely on well designed simulation of audio degradation, and
advanced neural network architectures. Most of these models
operate on the waveform or magnitude spectrogram. The en-
hanced speech might be suboptimal for training TTS acoustic
models, which are typically designed to predict compact
acoustic representations such as Mel-spectrograms. In the
recent work of Miipher [14], self-supervised speech repre-
sentations extracted from w2v-BERT are used as the features
for generalized speech enhancement. To account for the loss
of speaker information in w2v-BERT features, an additional
speaker embedding network is required.

2.3. Diffusion-based speech enhancement

The use of diffusion models for speech enhancement has been
investigated in [13, 16–18]. Most of these models are derived
from diffusion-based neural vocoder [19], by replacing the
clean Mel-spectrogram input with a degraded one. This de-
sign may not have fully exploited the potential of diffusion
models for speech enhancement, as it also incorporates the
task of speech waveform generation. Our work is most sim-
ilar to that of [20], in which diffusion models are used for
speech enhancement in the complex short-time Fourier trans-
form (STFT) domain. However, their model targets only at
denoising, and is not tailored for developing TTS systems.

3. DIFFUSION-BASED MEL-SPECTROGRAM
ENHANCEMENT

Suppose we are given a large collection of Mel-spectrogram
pairs, denoted as D = {x(i),y(i)}Ni=1, where x(i) represents
the Mel-spectrogram of a high-quality speech sample, and
y(i) represents the Mel-spectrogram of a respective degraded
sample. y(i) can be created by applying artificial audio degra-
dation to x(i). We are interested in learning the conditional
distribution P (x|y) on D. If D is constructed to be repre-
sentative, Mel-spectrogram enhancement can be achieved by
sampling from the learned conditional distribution. Diffusion
models are adopted here to learn a parametric approximation
of P (x|y).

3.1. Conditional diffusion process

We consider the Variance Preserving (VP) diffusion model
[21, 22]. Suppose x0 ∼ P (x|y) is one enhanced realization
for the degraded input y. VP diffusion defines the forward
process as

dxt = −1

2
βtxtdt+

√
βtdwt , (1)

where t ∼ U(0, 1), βt = β0 + β1t is a predefined linear noise
scheduler, and wt is a standard Brown motion.

One important result derived from (1) is the conditional
distribution of xt given x0:

P (xt|x0) = N (ρ(x0, t), σ
2
t I) , (2)

where ρ(x0, t) = e−
1
2

∫ t
0
βsdsx0, and σ2

t = 1 − e−
∫ t
0
βsds.

The result given by (2) suggests that if x0 is known, we can
sample xt using the reparameterization trick:

xt = ρ(x0, t) + σtϵt, ϵt ∼ N (0, I) . (3)

Furthermore, as t −→ 1, with appropriate noise scheduler βt

we have ρ(x0, t) −→ 0 and σt −→ 1, meaning that the for-
ward process gradually transforms the data distribution from
P (x|y) into a standard Gaussian distribution N (0, I).

Diffusion models generate samples by reversing the above
forward process, starting with a Gaussian noise:

dxt = −1

2
βt [xt +∇xt

logP (xt|y)] dt . (4)

Note that the reverse process is conditioned on y to en-
able conditional generation. The core part of a diffusion
model is to train a neural network Sθ to estimate the value of
∇xt

logP (xt|y) (a.k.a the score). Once the score is known
for all time steps, we can draw samples from P (x|y) by
simulating the reverse process from t = 1 to 0, for example
with an ODE solver [23].

3.2. Robust text condition

As mentioned earlier, the Mel-spectrogram enhancement
model relies on a synthetic dataset of paired samples to learn
the conditional distribution P (x|y). Therefore a domain gap
between training samples and real-world degraded recordings
is inevitable. Consequently, the trained model may overfit to
in-domain data and fail to generalize well to unseen forms of
audio degradation.

In order to improve the model robustness, we introduce
text content of speech samples as an additional condition.
Text transcription is usually available in the context of TTS
development, and has shown to improve the robustness of
speech enhancement models [24, 25]. Inspired by GradTTS
[26], a diffusion-based TTS model, we use an average Mel-
spectrogram µ to represent text. µ is of the same shape as y
and is obtained in three steps. First, text transcription for each
training sample is converted to time-aligned phone sequence
by forced alignment. Second, a phoneme-to-Mel-spectrum
dictionary is created on training data by averaging speech
frames that correspond to the same phoneme. Then given
any time-aligned phone sequence, the respective average Mel-
spectrogram µ is obtained by looking up the dictionary.

When text is provided, the reverse process is rewritten as:

dxt = −1

2
βt [xt +∇ logP (xt|y,µ)] dt . (5)
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Fig. 1: The training (solid lines) and inference (dashed lines)
procedure of the proposed enhancement model.

3.3. Training and inference

Following [21], we make the score estimator Sθ aware of the
time step and train it with a weighted L2 loss:

L(θ) = Etσ
2
tE(x0,y)Eϵt

∥∥Sθ(xt, t,y,µ) + σ−1
t ϵt

∥∥2
2
, (6)

where we have made use of the following results:

P (xt|x0,y,µ) = P (xt|x0) = N (ρ(x0, t), σ
2
t I) , (7)

∇xt
logP (xt|x0,y,µ) = −σ−1

t ϵt . (8)

Once the score estimator is trained, we can use the predicted
score to generate samples by running equation (5) backward
in time from t = 1 to 0. The training and inference proce-
dures of the proposed Mel-spectrogram enhancement model
are illustrated as in Figure 1.

4. EXPERIMENTAL SETUP

4.1. Baselines for comparison

The proposed enhancement model is named as DMSEtext,
abbreviating Diffusion-based Mel-Spectrogram Enhancement
with text conditioning. The model without text condition-
ing is named as DMSEbase. We compare them with two
baselines: Demucs [27] and VoiceFixer [12]. Demucs is a
denoising model. We use it as a baseline to investigate the
efficacy of a single-task denoising model in the intended
application. VoiceFixer is a regression model trained to ad-
dress a range of audio degradation, including additive noise,
reverberation, clipping and low-bandwidth. The motivation
of choosing VoiceFixer as a baseline is to examine whether
diffusion-based speech enhancement has advantage over a
regression-based approach.

4.2. Network architecture

The GradTTS model architecture [26] is adopted for the pro-
posed Mel-spectrogram enhancement model. It is augmented
to be conditioned on both text (µ) and audio (y). Condi-
tions are provided to the score estimator by concatenation in
the channel dimension. We scale the model depth to 5-layer,
with the output channel dimensions being 32, 64, 128, 256,
256 respectively. The TTS model is similar to DurIAN [28],

except that style control and postnet are not included. We
use the HiFi-GAN [29] neural vocoder to convert log Mel-
spectrograms into waveforms. The number of Mel bands is
increased from 80 to 128. We empirically found that this is
beneficial for modelling voices of low vocal range, as is the
case of our target speaker.

4.3. Data

The found data from our target speaker contain 513 utterances
of spontaneous yet very fluent speech, giving a total dura-
tion of approximately 37 minutes, all manually transcribed.
Speech was recorded in six different sessions with varied
room acoustics and sampled at 22.05 kHz. Audio degrada-
tion types found in the recordings include background noise,
room reverberation, band limiting and magnitude clipping.
The speech is in Cantonese. This speech corpus is used for
performance evaluation of speech enhancement models. The
enhanced speech is for training the TTS model.

We use CUSENT [30], a multi-speaker Cantonese speech
database and artificially created degraded audio to train DM-
SEbase and DMSEtext. CUSENT contains about 20 hours
read speech from 80 speakers, sampled at 16kHz. It was orig-
inally designed for automatic speech recognition (ASR) and
the recordings contain low-level noise, making it less than
ideal for training speech enhancement models . We therefore
run Demucs on CUSENT to obtain high-quality clean speech.
The resulted dataset, denoted by DenoiseCUSENT, provides
the clean reference for speech enhancement training. Data
from speaker cn01m and cn12f are held out for validation.

To synthesize distorted speech, we consider the four most
frequent types of audio degradation present in found data:
noise, reverberation, band limiting and magnitude clipping.
We use the DNS noise dataset [31] and the RIRs [32] dataset
to simulate background noise and reverberation respectively,
adopting their default train/test split. Band limiting and mag-
nitude clipping are simulated with the Scipy signal processing
toolkit1. The four types of degradation are applied following
a specific order: reverberation, noise, clipping and band lim-
iting. Parameters such as SNR or frequency are randomly set
to be within a reasonable range. Details of simulated degra-
dation are released in the project repository.

For fair comparison with Demucs and VoiceFixer, which
are trained on English datasets, we also train a diffusion-
based enhancement model on the high-quality English dataset
VCTK [33], to rule out the impact of language mismatch.
Data from speaker p232 and p257 are held out from training,
as they appear in a standard denoising testset. Text condi-
tioning is not included here as the language of found data is
Cantonese. This model is referred to as DMSEbase(VCTK).

Throughout the experiments Mel-spectrograms are com-
puted on audio signals resampled to 22.05 kHz with a window
length of 1024 and a hop size of 256. The number of mel fil-
terbanks is set to 128 as mentioned earlier.

1https://docs.scipy.org/doc/scipy/reference/
signal.html

https://docs.scipy.org/doc/scipy/reference/signal.html
https://docs.scipy.org/doc/scipy/reference/signal.html


4.4. Implementation details

DMSEbase and DMSEtext are trained on DenoiseCUSENT
for 900 epochs, while DMSEbase(VCTK) is trained on
VCTK for 750 epochs, all at a batch size of 32. The number
of reverse steps for all three models is 25 with the DPM-
solver [23]. Mel-spectrograms are mean-normalized and
scaled to be within the range of [−1.0, 1.0]. We empirically
found that this normalization helps improving the conver-
gence speed of reverse diffusion.

The TTS model is pre-trained on CUSENT for 600 epochs
with a batch size of 32, then fine-tuned on the target speaker’s
data (original or enhanced) for 6000 steps with a batch size
of 16. The neural vocoder is fine-tuned from a pre-trained
HiFi-GAN2 on the VCTK and CUSENT dataset for 220,000
steps with a batch size of 32. We insert a pre-processing block
to map the 128-dim log Mel-spectrogram input to 80-dim, to
take advantage of the pre-trained HiFi-GAN parameters.

We use the Adam optimizer [34] in all experiments
with the default value [0.9, 0.999] for betas. Learning rate
is fixed at 1e-4, 1e-3 and 1e-6 for training the DMSE-
base/base(VCTK)/text, the TTS model, and the HiFi-GAN
vocoder respectively.

Time-aligned phone sequences for training the TTS
model and DMSEtext are obtained using the Montreal Forced
Aligner [35]. We apply denoising on found data with De-
mucs before running forced alignment, in order to improve
the alignment accuracy. Note that the denoised data are used
only during forced-alignment. All enhancement models take
the original found data as input for evaluation.

We additionally train a CTC-based ASR model for objec-
tive evaluation of speech enhancement, following the recipe
from SpeechBrain3. The model is trained on KingASR086, a
commercial Cantonese speech recognition corpus purchased
from SpeechOcean4, which contains 80-hour reasonably
clean read speech from 136 speakers, sampled at 44.1 kHz.
No data augmentation is applied.

5. RESULT

5.1. Enhancing found speech data

The 513 utterances in the original found data, denoted as
Recordings, are enhanced by the three diffusion-based mod-
els as well as the two baselines, respectively.

Objective evaluation was carried out with the ASR model.
Phone error rate (PER%) results are summarized in Table 1. It
is noted that VoiceFixer and DMSEbase/base(VCTK) tend to
introduce pronunciation distortions (reflected in the number
of substitutions) and erase speech segments (reflected in the
number of deletions) compared with Demucs. On the other

2https://github.com/jik876/hifi-gan
3https://github.com/speechbrain/speechbrain/

tree/develop/recipes/TIMIT/ASR/CTC
4https://en.speechocean.com/datacenter/

recognition.html

Table 1: PER% evaluated by a separately trained ASR model
for speech recordings enhanced by different systems, as well
as the original recordings. N, I, D, S stands for the number
of phones in the reference text, and the number of insertions,
deletions, and substitutions in decoded results, respectively.

Source PER% Details (N / I, D, S)

Recordings 22.7 18928 / 282, 495, 3525

Demucs 20.3 18928 / 321, 300, 3224
VoiceFixer 29.7 18928 / 352, 921, 4341

DMSEbase 24.7 18928 / 317, 702, 3652
DMSEbase(VCTK) 24.3 18928 / 334, 593, 3664
DMSEtext 17.6 18928 / 232, 258, 2836

hand, text conditioning helps DMSEtext to preserve speech
content and at the same time improve the audio quality over
original recordings.

Subjective evaluation was conducted through a web-based
listening test. We selected the same 87 sentences with lengths
between 4.0 and 5.0 seconds from the enhanced data pro-
duced by each system, as well as the original recordings. This
gives six stimuli for each sentence. The test is evaluated in
Mean Opinion Score (MOS) format. Listeners were asked to
rate the cleanliness (no noise or reverberation) as well as the
overall impression of each stimulus on a scale from 1.0 to 5.0.
A clean audio sample from DenoiseCUSENT and a synthetic
distorted sample were provided, serving as the high and low
anchors. We evenly split the 87 sentences into three groups
and recruited 18 listeners per group. Each listener was pre-
sented with 29 sentences, and each sentence was produced by
one of the six systems, randomly selected. All listeners are
native Cantonese speakers.

The score distributions depicted in Figure 2 indicate that
VoiceFixer and DMSEbase/base(VCTK) generate speech that
is clean but somewhat distorted, while Demucs gives the op-
posite pattern. On the other hand, DMSEtext received the
highest score for both cleanliness and overall impression,
which conforms with the objective evaluation results. No-
tably, all diffusion-based models outperformed the two base-
lines in terms of cleanliness. We speculate this to be related
to the generative modeling approach, where the generation
process is influenced by a clean speech prior.

By comparing DMSEbase against DMSEbase(VCTK),
we can conclude that there is no significant gain from us-
ing a Cantonese dataset, except for the availability of text
information. Figure 3 gives a specific example of the Mel-
spectrograms enhanced by different systems. We can see that
audio enhanced by Demucs preserves more speech content as
well as disturbances than audio enhanced by other systems.

5.2. Speech synthesis with enhanced data

To ensure that the model can produce high-quality speech that
meets the target speaker’s personal needs, we asked him to
provide text content that he would like to or most likely say

https://github.com/jik876/hifi-gan
https://github.com/speechbrain/speechbrain/tree/develop/recipes/TIMIT/ASR/CTC
https://github.com/speechbrain/speechbrain/tree/develop/recipes/TIMIT/ASR/CTC
https://en.speechocean.com/datacenter/recognition.html
https://en.speechocean.com/datacenter/recognition.html


(a) The distribution of MOS results for cleanliness. Mean and 95% confidence interval are reported at the bottom.

(b) The distribution of MOS results for overall impression. Mean and 95% confidence interval are reported at the bottom.

Fig. 2: Score distribution of speech enhanced by different systems.

Fig. 3: Comparing the log Mel-spectrograms of speech audio generated by different speech enhancement models.

Table 2: MOS results for synthetic voices built on data en-
hanced by different systems.

Source Cleanliness Overall impression

Recordings 2.74 ± 0.08 3.12 ± 0.06

Demucs 3.22 ± 0.08 3.38 ± 0.05
VoiceFixer 3.97 ± 0.09 3.95 ± 0.09

DMSEbase 4.02 ± 0.09 3.98 ± 0.08
DMSEbase(VCTK) 4.05 ± 0.09 4.02 ± 0.09
DMSEtext 4.32 ± 0.08 4.17 ± 0.06

in his daily life for TTS model evaluation. A total of 30 sen-
tences were randomly selected from a script written by the
target speaker, and synthesized with TTS models trained on
speech enhanced by different systems. We recruited 24 native
Cantonese speakers to participate in the listening test. The
test format is similar to that described in the previous section.
Each listener heard all 30 sentences once, and each sentence
generated by one of the six TTS models was evaluated by ex-
act four listeners.

The MOS results in Table 2 show an opposite trend to
that observed in Figure 2, with the synthetic voice built on
speech enhanced by Demucs receiving much lower scores
for overall impression compared with other systems. Two
factors might explain the difference. First, the remaining
disturbances in speech enhanced by Demucs were turned into
unpleasant averaged artifacts after TTS training. Second, the
text encoder in the TTS system is shared across speakers,
which might have mitigated the negative impact of content

distortion for VoiceFixer and DMSEbase/base(VCTK). Nev-
ertheless, the synthetic voice built on speech enhanced by
DMSEtext received the highest score for both cleanliness
and overall impression, which is expected given the speech
enhancement evaluation results. Readers are encouraged
to visit https://dmse4tts.github.io/ to listen to
audio samples.

6. CONCLUSION

We introduced a diffusion-based Mel-spectrogram enhance-
ment model, which is intended for pre-enhancing found data
for TTS model training. It is designed to tackle multiple types
of audio degradation simultaneously, and is conditioned on
text transcriptions to improve the model robustness. We em-
pirically showed that the use of generative modelling encour-
ages clean speech output, and that a generalist enhancement
model is preferred over a single-task denoising model for pre-
enhancing real-world recordings for TTS model development.
Subjective evaluations by human listeners demonstrate that
the resulted synthetic voice produces higher-quality synthetic
speech compared to those trained on data enhanced by strong
speech enhancement baselines.
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