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ABSTRACT

Joint modeling of multi-speaker ASR and speaker diarization
has recently shown promising results in speaker-attributed au-
tomatic speech recognition (SA-ASR). Although being able
to obtain state-of-the-art (SOTA) performance, most of the
studies are based on an autoregressive (AR) decoder which
generates tokens one-by-one and results in a large real-time
factor (RTF). To speed up inference, we introduce a recently
proposed non-autoregressive model Paraformer as an acous-
tic model in the SA-ASR model. Paraformer uses a single-
step decoder to enable parallel generation, obtaining compa-
rable performance to the SOTA AR transformer models. Be-
sides, we propose a speaker-filling strategy to reduce speaker
identification errors and adopt an inter-CTC strategy to en-
hance the encoder’s ability in acoustic modeling. Experi-
ments on the AliMeeting corpus show that our model out-
performs the cascaded SA-ASR model by a 6.1% relative
speaker-dependent character error rate (SD-CER) reduction
on the test set. Moreover, our model achieves a comparable
SD-CER of 34.8% with only 1/10 RTF compared with the
SOTA joint AR SA-ASR model.

Index Terms— Speaker-attributed ASR, non-autoregressive,
multi-speaker ASR, AliMeeting

1. INTRODUCTION
Speaker-attributed automatic speech recognition (SA-ASR)
is the primary task of multi-speaker speech recognition [1,
2, 3, 4, 5, 6]. Besides predicting the corresponding tran-
scriptions of each speaker in overlapping speech [7, 8, 9, 10,
11], SA-ASR also aims to assign speaker labels to the tran-
scriptions, providing users with richer metadata and improved
readability. The multi-party meeting SA-ASR task is consid-
ered to be one of the most challenging and valuable tasks
in speech applications due to the complex acoustic condi-
tions, such as overlapping speech, an unknown number of
speakers, far-field recorded signals, various types of noises,
etc [6, 12, 13]. As a result, SA-ASR needs to combine mul-
tiple related speech processing modules, such as speech sep-
aration [14, 15, 16] to extract speaker representation, speaker
diarization [17, 18, 19] to assign speaker label and ASR [20,
21, 22] to transcribe speech.

* Corresponding author.

Substantial research efforts have been dedicated to SA-
ASR, which can be mainly classified into two categories:
cascaded and joint training approaches. Most of the cas-
caded models achieve the goal by combining speech separa-
tion, speaker diarization, and speech recognition in a single
pipeline [23, 24, 25, 26]. Besides, there are also some works
based on the serialized output training (SOT) strategy [9],
which eliminates an explicit speech separation module and
directly predicts multiple outputs from mixed speech. To ob-
tain speaker-attributed transcriptions, frame-level diarization
with SOT (FD-SOT) [27] simply aligns the timestamps of
the speaker-diarization results and the recognized hypotheses
of ASR. Due to the erroneous timestamps of the alignment
strategy, word-level diarization with SOT (WD-SOT) [27] ap-
proach was proposed to get rid of such alignment dependency
by introducing a word-level diarization model. However,
cascaded SA-ASR approaches optimize multiple modules
separately which suffers from error propagation and limits
their accuracy.

To mitigate such sub-optimality, joint training approaches
have been proposed with a promising result [28, 29, 30],
which integrate multi-speaker ASR and speaker diarization
modules into an end-to-end neural solution. In [31], Kanda
et al. showed a SOTA performance on various multi-talker
test sets with an end-to-end SA-ASR model which is built
on SOT. In detail, they introduce an auxiliary input speaker
inventory to produce speaker labels and multi-speaker tran-
scriptions. However, the autoregressive (AR) architecture of
their model recursively generates the next token conditioned
on the previously generated tokens, which results in a com-
plex computation and a large real-time factor (RTF) as the
sequence length increases.

In contrast, the non-autoregressive (NAR) models [32, 33,
34] aim to perform parallel inference and no longer rely on the
left-to-right temporal dependency. There are two main cat-
egories of non-autoregressive ASR models: One category is
the multi-pass non-self-regression model like mask CTC [32].
These models require multiple iterations of the decoder for
correction. As our decoder is very complex, multiple iter-
ations will bring a lot of extra computation. Another cat-
egory is the one-pass non-self-regression model represented
by the recently-proposed Paraformer [34], which is adopted
as our acoustic model because of its superior performance.
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The Paraformer introduces a predictor and glancing language
model (GLM) sampler. The predictor utilizes a continuous
integrate-and-fire mechanism to predict the number of tokens
accurately and the sampler enhances the decoder’s capabil-
ity to model context information by generating semantic em-
beddings. Notably, the Paraformer obtained the best perfor-
mance on Chinese corpus compared to other NAR models like
mask CTC, LASO, TSNAT, etc [34]. Therefore, we introduce
Paraformer in SA-ASR model [31] as the acoustic model,
namely SA-Paraformer. Following the work in [31], we use a
SpeakerDecoder which takes in the output of the Paraformer’s
encoder and predictor as well as the speaker encoder to gener-
ate the speaker profile and identifies the speaker of each token.
The decoder of Paraformer then takes in the speaker profile
as an auxiliary input to predict the target tokens. To be able
to recognize multi-speaker transcripts simultaneously, we fol-
low the t-SOT [35] strategy. Besides, since the performance
of our NAR SA-Paramformer model is particularly dependent
on acoustic representations, we apply the recently proposed
inter CTC [36] to enhance the representation of the acous-
tic information, which is attached to an intermediate layer of
an acoustic encoder. Finally, due to the lack of contextual
information, our model has more difficulty in extracting the
speaker embedding to the corresponding tokens. To better es-
timate the speaker identities, we fill redundant speakers’ pro-
file distance with random values during training and introduce
interference speakers.

Experiments on the AliMeeting corpus show that our pro-
posed SA-Paraformer model outperforms the cascaded SA-
ASR (WD-SOT) model by a 6.1% relative speaker-dependent
character error rate (SD-CER) reduction on the test set. More-
over, with a similar model size, our model achieves a compa-
rable SD-CER with only 1/10 RTF compared to the SOTA
autoregressive joint SA-ASR model.

2. NON-AUTOREGRESSIVE PARAFORMER

Given an input sequence X = {x1, . . . ,xT }, where T means
the number of frames, conventional autoregressive (AR) mod-
els produce output tokens Y = {y1, . . . , yL} as follows:

Par(Y|X) =

L∏
l=1

P (yl|y<l,X), (1)

where L refers to the transcription length. These AR models
estimate a target token conditioned on both previously gen-
erated tokens and the source input sequence, which makes it
hard to compute in parallel and causes a large inference la-
tency. In contrast, non-autoregressive (NAR) models aim to
perform parallel decoding without temporal dependence re-
quirements, which can be formulated as:

Pnar(Y|X) =

L∏
l=1

P (yl|X). (2)

Recently, an effective NAR model named Paraformer [34]
was proposed, showing superior performance over other mod-
els. As shown in the left part of Fig. 1, it mainly integrates
two core modules into the base Transformer model, which
are the predictor and sampler.

Predictor is used to extract the acoustic embedding Ea
corresponding to each token by introducing the mechanism
of Continuous Integrate-and-Fire (CIF) [33]. At each encoder
step, the predictor first predicts a weight α for each frame
to scale acoustic information and then accumulates α to inte-
grate hidden representations Es until the accumulated weight
reaches a given threshold β, which indicates that an acoustic
boundary has been reached. The weight α is also accumulated
to estimate the output token number, which provides a soft
alignment between acoustic frames and target labels. More-
over, a mean absolute error (MAE) loss is added to improve
the accuracy of sequence length prediction as follows:

Lmae = |N −
T∑

t=1

αt|, (3)

where N is the ground-truth length of the target sequence.
Sampler regenerates a semantic embedding Es by ran-

domly replacing acoustic embedding Ea with char token em-
bedding Et. The number of replacements is determined by
the character error number between ground truth transcripts
Ytr and the first pass hypotheses Y′.

Es = Sampler (Ea,Et, ⌈λd (Ytr,Y
′)⌉) , (4)

where sampling factor λ is used to control the sample ratio
and d (Ytr,Y

′) is the function of character error number cal-
culation.

3. PROPOSED METHOD

3.1. Model architecture

Our proposed SA-Paraformer approach aims to obtain the
speaker-attributed transcriptions, including transcription Y
and speaker identity S, given feature sequence X and speaker
inventory D as input. The speaker inventory D = {d1, . . . ,dK}
contains K speaker profile vectors (e.g., d-vector [37]). The
SA-Paraformer model is composed of six modules: AS-
REncoder, ASRDecoder, SpeakerEncoder, SpeakerDecoder,
Predictor, and Sampler, as depicted in Fig. 1(b). Firstly,
the ASREncoder and SpeakerEncoder are responsible for
transforming the input sequence X into ASR hidden repre-
sentation Hasr (Eq. (5)) and speaker hidden representation
H spk (Eq. (6)), respectively. Then, the predictor module
takes the ASR hidden representation Hasr as input and ex-
tracts acoustic embedding Ea corresponding to each token
(Eq. (7)).

H asr = ASREncoder (X), (5)

H spk = SpeakerEncoder (X), (6)
Ea = Predictor (H asr ). (7)
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Fig. 1. (a) Structure of Paraformer. (b) Structure of the proposed SA-Paraformer.

SpeakerDecoder is designed to generate a speaker profile dn
for each token and it consists of two Transformer layers and a
cosine-distance-based attention mechanism. The first Trans-
former layer can be described as:

E′
as = Ea +MHA spk-src (

Ea,H
asr ,H spk ) , (8)

Eas = E′
as + FFspk (E′

as) . (9)

Here, to obtain the speaker embedding of each token E′
as, we

use Ea, Hasr and Hspk as the query, key, and value of the
multi-head attention (MHA) (Eq. (8)). Then, feed-forward
(FF) layer receives E′

as to obtain Eas (Eq. (9)). In the sec-
ond Transformer layer, only the speaker representation Hspk

is used as input, as it already contains sufficient acoustic in-
formation for each token (Eq. (10)). To obtain the speaker
query qn, a linear layer is applied to adapt the dimension to
the speaker inventory D, using a learnable weight Wspk (Eq.
(11)). The computation of qn is:

Espk = TransformerLayer
(
Eas,H

spk) , (10)
qn = Wspk ·Espk. (11)

Then, a cosine-distance-based attention weight bn,k is calcu-
lated between each profile dk in the speaker inventory D and
the obtained speaker query qn. The attention weight βn,k is
derived from bn,k through a SoftMax function. Finally, the
attention-weighted speaker profile dn is obtained by the dot
product of βn,k and D:

bn,k =
qn · dk

|qn| |dk|
, (12)

βn,k =
exp (cos (bn,k,dk))∑K
j exp (cos (bn,k,dj))

, (13)

dn =

K∑
k=1

βn,kdk. (14)

ASRDecoder inputs the acoustic embedding Ea, ASR hid-
den representation Hasr and weighted profile dn to produce
the first pass hypotheses Y′ without backward gradients. The
architecture of the ASRDecoder is similar to a Transformer
decoder, except that dn is added to the feed-forward module
at the first layer (Eq. (16)).

E′
c,1 = Ea + MHA(Ea,H

asr,Hasr), (15)

Ec,1 = E′
c,1 + FF

(
E′

c,1 +Wspk · dn

)
, (16)

Ec,l = TransformerLayerl (Ec,l−1,H
asr) , (17)

Y′ = SoftMax (Wout ·Ec,L + bout) , (18)

where l ∈ (1, L) denotes the l-th layer of the ASRDe-
coder, Wout and bout are learnable weight and bias parameter,
Softmax(·) is the column-wise softmax function. Then we
adopt sampler, described in Section 2, to regenerate seman-
tic embedding Es (Eq. (4)). Finally, ASRDecoder takes in
semantic embedding Es as well as ASR hidden representa-
tions Hasr to generate the second pass hypotheses Y′′ with
backward gradients.

3.2. Speaker filling

Joint SA-ASR models, including our proposed SA-Paraformer
model, are independent of the number of speakers in overlap-
ping speech segments. But in practice, the unknown number
of speakers is one of the challenges of multi-party meeting
transcription, and the performance of SA-ASR models is eas-
ily affected by the number of speakers [29]. The interfering
speaker (i-speaker) approach was used [29] to improve the ro-
bustness of the model for different speaker numbers, in which
several interfering speaker profiles are added into speaker
inventory D of each utterance. However, our model uses Ea
to predict speaker profiles that lack contextual information,
making speaker identification more difficult. Therefore, we



propose a filling speaker (f-speaker) strategy to further im-
prove the generalization of our model by applying random
disturbance. Specifically, we first expand the speaker profile
number to the maximum speakers’ number of samples in a
batch. Then filling the cosine distance bn,k of the redundant
speakers with −0.5 to 0.5 instead of negative infinity.

3.3. Training strategy

3.3.1. Loss function

During training, all the network parameters are optimized
by four loss functions, which are MAE, cross-entropy (CE),
CTC, and speaker loss. Especially, the speaker loss is added
to help the model identify speakers. Thus, the final loss
becomes:

L = LM A E + λ1 · LCTC + (1− λ1) · LCE + Lspk, (19)

where λ1 is an interpolation factor which is set to 0.3 in this
study. Speaker loss function Lspk is defined as:

Lspk =
∑
n

− log
ebn,i∑
k e

bn,k
, (20)

where bn,i means the cosine-distance-based attention weight
of the i-th speaker. To further enhance the representation of
the acoustic information, we introduce the inter CTC loss [36]
into the intermediate layer of the acoustic encoder, expanding
Eq.(19) as:

L′ = LM A E + λ1 · LCTC + λ2 · LinterCTC

+(1− λ1 − λ2) · LCE + Lspk,
(21)

where λ2 is also an interpolation factor which is set to 0.3 in
this study.

3.3.2. Token-level serialized output training (t-SOT)

Serialized output training (SOT) [9] strategy is recently pro-
posed to generate transcriptions for multiple speakers in an ef-
fective and simple way. In the SOT strategy, transcriptions of
different speakers are serialized by their start time which does
not match the assumption of temporal monotonicity. There-
fore, in this paper, we introduce token-level serialized out-
put training (t-SOT) [35] strategy to enable the multi-speaker
recognition ability, which is more friendly to the temporal
monotonicity of CTC and Paraformer predictor in our SA-
Paraformer model. The t-SOT strategy generates tokens of
multiple speakers in chronological order based on token end
times. However, a special token separator ⟨cc⟩ is inserted be-
tween tokens for channel changes, which does not contain
actual acoustic information. So our proposed SA-Paraformer
model is difficult to estimate the acoustic boundary of sepa-
rator ⟨cc⟩. We experimentally investigate training our model
with/without the separator ⟨cc⟩ in section 4.5.

4. EXPERIMENTS

4.1. Datasets

We use AliMeeting corpus [12, 13], a challenging Mandarin
meeting dataset with multi-talker conversations, to evalu-
ate our proposed SA-Parafomer approach. The AliMeeting
corpus contains 104.75 hours of the training set(Train), 4
hours of the evaluation set(Eval), and 10 hours of the testing
set(Test). The meeting sessions of each set consist of a 15 to
30-minute discussion by a group of participants. The average
speech overlap ratio of the Train set is 42.27%, which con-
tains a number of multi-talker discussions. In this work, we
use the first channel of the far-field data.

4.2. Experimental setup

In all experiments, we use the 80-dimensional Mel-filterbank
feature with an 8 ms window shift and a 32 ms frame length.
For the speaker profile, we employ a 256-dim Res2Net-based
d-vector extractor [37] trained on the VoxCeleb corpus [38].
As we transcribe for conference audio, we got speaker profiles
by clustering.

Our ASR module is comprised of 12 layers of conformer
encoder [21] and 6 layers of transformer decoder. SpeakerEn-
coder is the same as the d-vector extractor. The dimension of
attention and feed-forward layers are set to 256 and 2048, re-
spectively. For the training process, we first trained a speaker-
agnostic multi-speaker Paraformer model with the Adam op-
timizer. Then we use the well-trained Paraformer model and
d-vector extractor as initialization. All the experiments are
conducted on NVIDIA RTX 3090 GPUs and measured by
speaker-dependent character error rate (SD-CER) [27], which
is calculated by comparing the ASR hypothesis and the ref-
erence transcription of the corresponding speaker. We mea-
sure RTF using single-threaded bar-by-bar decoding on an In-
tel(R) Xeon(R) CPU E5-2678 v3 @ 2.50GHz and an NVIDIA
GeForce RTX 2080 Ti, respectively.

Table 1. SD-CER of various SA-ASR approaches on Eval
and Test sets. Real-time factor (RTF) is computed as the ratio
of the total inference time to the total duration of the Test set.

Approach SD-CER (%) RTF

Eval Test CPU GPU
Cascaded SA-ASR

FD-SOT [27] 41.0 41.2 - -
WD-SOT [27] 36.0 37.1 - -

Joint SA-ASR
AR SA-ASR [39] 31.8 34.7 0.967 0.315
SA-Paraformer 36.2 38.6

+ interCTC 34.5 36.9
+ f-speaker 33.3 35.7 0.168 0.032
+ i-speaker 33.1 35.6
+ f&i-speaker 32.5 34.8



4.3. Comparison of different SA-ASR approaches

As shown in Table 1, our proposed SA-Paraformer approach
outperforms the modular SA-ASR approaches, especially for
the FD-SOT approach, leading to 11.7% (41.0% → 36.2%)
and 6.3% (41.2% → 38.6%) relative SD-CER reduction on
Eval and Test sets, respectively. When incorporating with
inter-CTC loss, we obtain further improvement, decreasing
the SD-CER from 36.2%/38.6% to 34.5%/36.9% on Eval
and Test sets, respectively. The performance of SA-ASR
models is easily affected by the number of speakers. Speaker
filling (f-speaker) and interfering speakers (i-speaker) strat-
egy can improve the robustness of the model with different
speaker number setups. According to the results, our pro-
posed f-speaker strategy achieves 3.4% (34.5% → 33.3%)
and 3.2% (36.9% → 35.7%) relative SD-CER reduction on
Eval and Test sets. And i-speaker strategy obtains similar
improvements, decreasing the SD-CER from 34.5%/36.9%
to 33.1%/35.6% on Eval and Test sets, respectively. Fi-
nally, combining the f-speaker and i-speaker strategy, our
SA-Paraformer approach achieves a comparable SD-CER of
32.5% and 34.8% on Eval and Test sets with only 1/10 la-
tency compared with a state-of-the-art autoregressive (AR)
joint SA-ASR model which was also initialized based on a
pre-trained ASR model.

4.4. Impact of the sampling factor

As shown in Table 2, we evaluate the sampling factor λ in
the sampler, described in Section 2. Here, λ = 0.0 means
the model training without a sampler mechanism. When in-
creasing λ from 0.7 to 1.1, we observe that the SD-CER is
improved from 37.1% to 36.2% on the Eval set and 39.2%
to 38.6% on the Test set, due to the better semantic informa-
tion provided by the ground truth transcripts during training.
However, when the sampling factor λ is too large, it will lead
to a mismatch between training and inference, where we de-
code twice with ground truth transcripts for training and de-
code once without transcripts for inference [34].

Table 2. Results of SA-Paraformer model with different sam-
pling factor λ on Eval and Test sets (SD-CER %).

λ 0.0 0.7 0.9 1.1 1.3 1.5
Eval 38.8 37.1 36.5 36.2 36.4 36.9
Test 41.1 39.2 38.8 38.6 38.7 39.0

4.5. Comparison of training with/without separator ⟨cc⟩

Token separator ⟨cc⟩ is inserted between tokens for speaker
changes, which does not contain actual acoustic informa-
tion. So, the predictor of our SA-Paraformer model, based
on acoustic boundary estimation, is difficult to deal with the
separator ⟨cc⟩. As shown in Table 3, we compared the CER
detailed results of the SA-Paraformer model training with

(A1 model) and without (A2 model) the separator ⟨cc⟩. Com-
pared with the A1 model, the A2 model brings 10.4% (43.1%
→ 38.6%) relative CER reduction on the Test set, due to the
decreasing of deletion (Del) errors (26.5% → 6.5%). As can
be seen from Fig 2, the upper part shows the ground truth
sequence and the middle part shows the A1 model inference
sequence. After analyzing the decoding results, we find that
most of the deletion errors of the A1 model are the normal
token. For the utterance of multi-speaker discussion, the A1
model outputs separator ⟨cc⟩ and ignores normal token. We
remove the separator during training to improve the predic-
tion accuracy of the normal token boundary for recovering
the deletion errors. As shown in the lower part of Fig. 2, the
deletion error of the normal token is successfully corrected.

Table 3. Results of training with/without separator on Test
set (CER %).

Model With separator Ins Del Sub CER
A1 Yes 3.4 26.4 13.3 43.1
A2 No 4.2 6.8 27.6 38.6

Fig. 2. Decoding example for R8002-MS802-0004385-
0004672 in the AliMeeting Test set. Red indicates substi-
tution error and yellow indicates deletion error.

5. CONCLUSION

In this paper, we propose an SA-Paraformer model based
on the multi-speaker t-SOT framework to transcribe speech
and identify speakers simultaneously, which introduces the
Paraformer non-autoregressive model as an acoustic model
for parallel decoding. Besides, we also propose a simple
strategy speaker filling to improve the robustness of the model
with different speaker number. Finally, we introduce the in-
terfering speakers and inter-CTC strategy to obtain further
improvement. Evaluated on the AliMeeting corpus, our pro-
posed SA-Paraformer model achieves 6.1% relative SD-CER
improvement compared with the cascaded SA-ASR model
on the test set. Moreover, the SA-Paraformer model achieves
a comparable SD-CER of 34.8% to the state-of-the-art au-
toregressive joint SA-ASR model with 30 times speedup on
GPU. In the future, we would like to integrate a multi-channel
model into our proposed SA-Paraformer model for real-world
applications.
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