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Abstract—Recent research has shown that tests generated
without taking process variation into account may lead to Iss of
test quality. Using transition delay test, this paper analges the
behavior of resistive bridge defect under the influence of pocess
variation. The effect of process variation is incorporatedby using
three transistor parameters: gate length (L), threshold vdtage
(V+r) and effective mobility (uess), Where each follows Gaussian
distribution. Through HSPICE simulations using a 65-nm gae a b
library, this paper brings the following two contributions : firstly,
it analyzes the delay behavior of bridge defect using all thee
transition delay classes to determine the most effective ass of
transition test that achieves maximum coverage in the presee of
process variation. Secondly, recent research has shown thiw-
voltage testing improves detectability of bridge fault; ths work
compares bridge resistance coverage using logic test and ldg
test at multiple voltage settings to identify the best voltge setting

and test type for detecting resistive bridge defects. c
Index Terms—Resistive bridge defects, transition delay test,
process variation, logic test, low voltage test. Fig. 1. Transition delay test classification: (a) Class); Class-II; (c) Class-

M.
I. INTRODUCTION

The impact of process variation on integrated circuit perlibrary, it was shown that tests generated for nominal scena
formance cannot be ignored due to Continuous Sca"ng dﬂlthout Considering proceSS variation can lead to as much as
CMOS [1], [2] Fabrication process variation is main|y doet 10% loss of fault coverage (referred as We|ghted aVerage tes
Sub_wave|ength ||thography' random dopant distributiome robustness in [5]) due to additional faults. This is because
edge roughness and stress engineering [3], [4]. There is Rfocess variation affects the drive strength and logicstoé
general consensus in research community that transister gf @ gate leading to generation of new faults, which are un-
length and threshold voltage are the two leading sources éfetectable through a test generated without considergess
process variation; recently mobility.{;;) has also emerged Vvariation [5]. In [8] using BSIM4 transistor model, a fast
as a source of variation due to variation in effective strairRnd accurate modeling technique is proposed to incorporate
in a strained silicon process and should be included in théhe effect of process variation on resistive bridge defeitts
analysis together with the other two parameters, i.e., L and!SO proposes an approximation algorithm to calculate the
V., [4]. In a recent study, it has been shown that more thagritical resistance of a bridge defect using BSIM4 tramsist
30% error in the drive current of a transistor is observed ofnodel. This technique is 7 times faster with 0.8% worst case
a 65-nm device due to process variation, when compared @Tor in calculating bridge critical resistance in compan to
a transistor nominal operating condition [4]. Processatamn ~ HSPICE [8]. Critical resistance of a bridge fault is the sing
also has negative effect on the quality of manufacturing tesPoint between faulty and fault-free behavior [8] and thewir
leading to test escapes as in the case of bridge defects [5]. behaves as a fault-free design when bridge resistance ig@lue

Resistive bridge defect represents a major class of defects higher than its critical resistance value. In this paperemwh
deep-submicron CMOS and have received increased attenti@@nsidering logic test, we use the same model (as in [8]) to
on modeling, simulation and test generation [6], [7]. The be calculate the critical resistance of a bridge fault-site.
havior of resistive bridge defect under the influence of pssc When considering transition delay test, it is classifiea int
variation has been analyzed when considering logic test [5three classes for resistive bridge defects [9]. These tHasses
[8]. In [5] using ISCAS 85, 89 benchmarks and a 45-nm gateare shown in Fig. 1 and discussed in detail in Sec. II-A.



Through simulations in nominal operating conditions on a
number of resistive bridge fault-sites, it was shown in [&jtt
delay test coverage is higher than logic test, this studg als
compares the resistance coverage of each of the three delay
test classes. To the best of our knowledge, there is no study
that analyzes the impact of process variation on delay bhehav

of resistive bridge defects, which is the aim of this paper.
This paper brings the following two contributions: firstiye R~
investigate the delay defect behavior of resistive bridgiag D ¢ o,
all three transition delay test classes to determine thd efos T
fective class of transition test that achieves maximum aye |

in the presence of process variation, we also provide ie&uit @
nominal operating conditions. Secondly, it is well-knovnait

low-voltage testing increases the detectable resistaacger Fig. 2. Bridge critical resistance calculation when coesity delay test.
of bridge fault [7], therefore we compare bridge resistances. Bridge Critical Resistance Calculation

coverage using logic test at low-voltage setting with detzst

at nolmlnal VOl.t age. i . circuit behaves as a fault-free case. Transition delay feom
This paper is organized as follows: Section Il presents th'feault—free case is called fault-free transition delay, ahd
methodology for analyzing resistive bridge behavior in the '

I ; . maximum amount of detectable bridge resistance through any
presence of process varl_at|on. Sect_|on lll reports the tsition class of delay test is called bridge critical resistanceteAf
setup and results, and finally Section IV concludes the PaPehat value the faulty case is undetectable and it is called
benign region [9] (shaded area in Fig. 2). In order to caleula
the critical resistance of a bridge, the fault-free trdasit

This section introduces the methodology to analyze thé&lelay is inserted into the delay vs. resistance curve wrsch i
impact of process variation on resistive bridge using itemrs ~ obtained from SPICE simulation of the fault-site by swegpin
delay test. Section II-A classifies the resistive bridgesiton  the value of R, from 0Q to (typically) 20,000 [7] with
test into three classes. Section II-B introduces an infatipm & step size of 500 to find out the smallest delay interval.
method to calculate the bridge critical resistance of the-tr Experimental results indicate that in general transitietag
sition delay fault, using the known fault-free transitioalay ~ reduces exponentially with the increase of bridge resigtan
values through a simple linear interpolation method. Fynal This is shown in Fig. 2. PoinP represents the fault-free case
the effect of process variation on the bridge critical tesise  and it includes the fault-free transition delas) @nd the critical
is modeled by three parameters (Li,Vand p.rs) with the  bridge resistance (R;:). Points P, and P, represent the data
fluctuations ofu + 30 [4], which is described in Section II-C. points of delay vs. resistance curve obtained from the yault

case and pointd; and P, are the smallest delay intervals
A. Resistive Bridge Transition Delay Test Classification that includes the fault-free transition deldy By applying a
simple linear interpolation method, Eq. (1) can be derived.
The value of bridge critical resistance, )3 can be calculated
from Eq. (2). This method is used to determine bridge ctitica
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Removing the bridge defect ;R shown in Fig. 1, the

Il. METHODOLOGY

In [9] the bridge transition delay test is classified intoetiar
classes, which are shown in Fig. 1. In Fig. 1Represents
the re5|s_t|ve bridge, Dand D, are the gate_s driving the bridge resistance through transition delay test in all the expenits
nets while A to A3 and B, B, are the driven gates. Class-I . . .

. T : ... discussed in this paper.
is shown in Fig. 1-(a), as can be seen there is only 1 transitio

at faulty node (node a) while the other node (node b) is held d — dsg dy —da

at a constant value, and the transition fault is detectezligiir Ropit — Ry Ry — Ry ()
the transition delay at the output of driven gate, and/orA,, Ry — Rs

and/or 4. Class-Il is shown in Fig. 1-(b), which is due to Reriy = (d = dp) 7 —7= + > (2)

two transitions at faulty nodes (both node a and b) and th%. Incorporation of Process Variation
transition fault is detected as in case of Class-I test. ks , . .

fault is shown in Fig. 1-(c), which is due to transition at the A recent study_ d_escrlbe_s the parameter extraction tec_hnlqu
input of the driven gate (gatd,) connected to the faulty node (for Process variation) using a 65-nm CMOS library with a

(node a) and the transition fault is detected at the output df /™M model [4], [10]. Three transistor parameters are rec-
the same gate (gaté;). In this work we analyze the effect ognized as the leading sources of process variation, which

of these 3 types of delay faults to determine the most seitabinclude: gate length (L), threshold voltagei4), and mobility

type for detecting reS|st|v¢ bridge faults in nomlngl O_Fb'e@' IMobility varies due to variation in effective strain in a aitred silicon
conditions and under the influence of process variation. process [4].



TABLE | Transistor Gate Libr.
VARIED PROCESSPARAMETERS Model Card ate Library

v v

Parameter| Mean () Std. Deviation &)

L 60-nm +4% (2.4-nm) Exhaustive P—— Process Vaniation
Vv 0.423-V +£5% (21.15-mV) Transions | |G el Ganerator

thn . . g:er:ts; Generator (Table | and
Vinp -0.365-V +5% (18.25-mV) Monte Carlo)
Hef fn 491 cn?/V.s | £21% (103.1 cri/V.s)
Beffp | 57.4 cnt/V.s | £21% (12.05 crii/V.s) HSPICE Engine

Fault Free Design | Faulty Design |
= toon v
3000 Critical Resistance Calculator
(Fig. 2, Eq. 2)

Process Variation
Induced Delay Faults
(Critical Resistance)

Fig. 4. Simulation flow of process variation-aware traositidelay test of
resistive bridge defect.

PDF

0 0.2 0.4 0.6 0.8

Delay Time (s) -10

x10

delay obtained from faulty cases under the influence of m®ce
Fig. 3. The effect of bridge resistance on delay behaviorutige influence var|at|on._As can be_seen, as resistance increases, theetifie
of process variation. of transition delay in faulty and fault-free cases reducd an
further higher values of bridge resistanceg(R> 6002)
(ess). These parameters follow Gaussian distributietB¢  behave like a fault-free case as shown in Fig. 2. This trend
variation) with standard deviations of 4% for L, 5% fbf, is found for all three classes (Fig. 1) of transition delayltia
and 21% for u.rs. Negligible spatial correlation is found
in between these parameters, i.e., they can be treated as Ill. SIMULATION RESULTS
independent random variables following Gaussian distiobu Experiments are conducted using a 65-nm ST Microelec-
These results are validated by comparing with the measuretbnics gate library and PTM transistor model card [10] on
data using a fabricated device. Note the parameter fluonsmti Intel Xeon Quad Core 2.7 GHz processor with 12 GB RAM.
(correlated or otherwise) do not imply that these pararseter The gate library consists of a variety of gates including
independent, for example as L decreaseg, &lso decreases, simple (NAND, NOR, INV) and compound gates (AO22,
this effect is also known as,¥ roll-off [11]. Our experiments OA22 etc.), each with different drive strengths. For ilhasibn
are based on a ST Microelectronics 65-nm gate library usingurposes 1.2-V is used as the nominal operating voltage in
the same PTM model cards that are used in [4], which is whyll experiments. The simulation flow for analyzing resistiv
we have also assumed the same parameter fluctuations. Tiwedge defect under the influence of process variation using
mean and standard deviation for both NMOS/PMOS transistotsansition delay test is shown in Fig. 4. It can be seen that th
are shown in Table I. More details on how process variatiorfilow inputs are gate library and respective transistor nsdel
is incorporated can be found in [8]. Recent research hasnd the output is delay fault values (critical resistanck) o
shown that it is sufficient to considef3o variation of process the bridge fault-site in the presence of process variafidre
parameters, when modeling process variation for logical paflow has five main blocks. The Process Variation Permutation
of the design [5], [12], and higher variation effects6c or ~ Generator incorporate the effect of process variation theo
more) are considered for (SRAM and Flash) memories [3]bridge fault-site. It varies three parameters Uy, and pi.;r)
This work also deals with the logical part of the design, Wwhic using Gaussian distribution with mean and standard dewiati
is why we have also considereBo variation effects. as shown in Table I. In total 600 permutations per fault-site
Fig. 3 uses the probability density function (PDF) of normalare generated through Monte-Carlo simulation. The number
distribution to show the delay behavior of a fault-site show of permutations are based on a recent study, which shows that
in Fig. 1-(a) under the influence of process variation by vayy the probability of generating a unique logic fault followset
three parameters (11, andp.sr) using Gaussian distribution law of diminishing returns, as it reduces significantly afte
with +3¢ variation. For this example, we inserted two resistive500 permutations [13]. The bridge fault-sites are gendrate
bridge defects (R, is 3002 and 600S2) and compared the using Bridge Fault-Site Generator for each of the threeselas
behavior with fault-free case. In Fig. 3 the lifiece represents (Class-1, Class-1l and Class-IIl) to build an active bridgalt-
the transition delay distribution of the fault-free caseldhe site (two nets are driven at opposite values) with specific
lines marked with600$2 and 30012 represent the transition input vectors to ensure that each gate within the faultesire



. . TABLE Il
propagate the transition fault for each class of transitietay CRITICAL RESISTANCE IN LOGIC TEST AND DELAY TEST IN NOMINAL

test. Every bridge fault-site is generated by randomlycdizlg OPERATING CONDITIONS
(driving and driven) gates from the gate library, using

driven gates per driven, wherec [1, 5]. The bridge fault-site Input _ Rerie ()
generator generates 350 fault-sites for each experimeatise Class| D1 | Do | Logic Test| Delay Test
it was shown in [5] that the average number of fault-sites per rjo)t 9011
design is less than 300 with coupling capacitance basediayo 1o 1 2087.9
extraction of bridges using ISCAS 85, 89 benchmarks. Each : ojr]l 3998 1419.7
transition delay test class of the bridge fault-site isg@stsing 8 é 1 igig'g
exhaustive transition test, by using the Exhaustive Ttems i -
. . X . olo] | 1598.6
Generator, which means that every possible input vector is 5 5975
applied to the fault-site for three different classes. Bameple, T 4 :
. L " 1 t{o] 7 2122.1
in case of Class-I delay test shown in Fig. 1, the transition oTT 1 399.8 3778
signal is applied to every input of \Dand D,. The bridge o1t ' 2277'7
fault-site is generated into two designs: faulty case witdde .

. - . m (ojof 1 399.8 967.6
resistance (as )R shown in Fig. 1) and fault-free case without oo 1 20509
bridge resistance. The faulty case generates transititay de :
of the driven gates by sweeping bridge resistance fréntd
20,00Q2 [7] with a step size of 500 using SPICE, which TABLE il
. . . PERCENTAGE OF CRITICAL RESISTANCE IN NOMINAL OPERATING
is stored in a database to hold delay vs. resistance values CONDITIONS USING THREE CLASSES OF DELAY TEST
and is compared with delay value from fault-free case. This
is used to calculate critical resistance of the bridge faitét Class-l | Class-Il | Class-lll
using a simple linear interpolation method (Fig. 2 and EJ). (2 Falling delay | 45.3% | 20.5% | 34.2%
The transition delay in all the experiment is measured as the Rising delay | 48.5% | 19.4% | 32.1%
time interval between the transition signal crossing 20% of Average 46.9% | 19.9% | 33.2%

V44 and 80% of Vy for both rising delay and falling delay
by using SPICE simulation. This time interval is based on
values used in 65-nm ST gate library manual. The simulatiowritical resistance for the fault-site shown in Fig. 1 usalb
flow shows in Fig. 4 can be used for evaluating resistivahree classes of delay test. The input vectors are chosen to
bridge defect under the influence of process variation usingnsure exhaustive transition tests for each class. Thieadrit
transition delay test with different technology nodes. Tloev  bridge resistances of the bridge transition fault is caltad
will require a gate library with respective transistor mbcrd  using the method shown in Fig. 2 and Eg. (2) in nominal
and appropriate values of mean and standard deviation éor tloperating conditions, and the critical resistance fromdagst
three transistor parameters (Table 1). is calculated by using the model proposed in [8]. The column

This setup is used to conduct three experiments. The firdtnput in Table Il shows different input vectors for;Dand
experiment (Section IlI-A) calculates the critical reaiste Dy as shown in Fig. 14 and | represent the rising signal
(maximum detectable resistance) using three classesraitra and falling signal. Results in Table Il show that in nhominal
tion delay test to determine the most effective class ofydelaoperating conditions, the critical resistance obtainethfdelay
test for testing resistive bridge. It also compares theltgsu test (maximum of 291644) is significantly higher than the one
with logic test. This experiment is conducted in nominalfrom logic test (399.8). Table Il also shows that using delay
operating conditions. The second experiment (SectioB)1l- test with different input transition signals applied tofeitnt
compares the results using the same set of fault-sites as imputs (D, and D) the critical resistance changes significantly,
Section IlI-A under the influence of process variation. Thefor example, in case of Class-l delay test the value gf;:R
last experiment (Section 111-C) compares the results ofaye varies from 901.Q2 to 2916.42. Note that every class has
critical resistance between logic test at lowey;\éetting and  different maximum resistance coverage with different inpu
delay test at nominal ) setting under the influence of processvectors (critical resistance per class). The maximum teasie
variation. of Class-l is 2916.2 compared to Class-Il of 2277%)and

] N ] ] ) Class-1ll of 2050.9. In general, when considering 350 fault-

A. Bridge Transition Delay Faults in Nominal Operating con- sjtes with exhaustive test vectors, results are shown ifeTéb
ditions It shows that Class-1 has the largest coverage, and up t0#8.5

For the nominal operating conditions, the experiments areases show maximum detectable resistance using Clasd-1, an
conducted using the flow shown in Fig. 4 without usingon average Class-I has the largest coverage in 46.9% cases
process variation permutation generator for 350 faudtssfier while Class-Il has the lowest coverage (19.9%) for testing
class. The results are shown in Table II, which shows theesistive bridge defects.
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TABLE IV
CRITICAL RESISTANCE IN LOGIC TEST AND DELAY TEST UNDER THE
INFLUENCE OF PROCESS VARIATION

Input
D

Logic Test
Min (©) | Max ()

Delay Test
Min (Q) | Max (2)
9905
8645
7438
8313
7215
6957
9410
7825
7700
8438
9354
9625

Class

)
~

39.1 2968.7

39.1 2968.7

1] 39.1 2968.7

o|lo|o|ol+|=|o|o|o|o|+|—
o|lo|+|—|o|o|o|o|+|—|o|lo
N R B e R N S Y =Y
o|lo|o|o|lo|o|o|o|o|o|olo

TABLE V
PERCENTAGE OF MAXIMUM RESISTANCE RANGE OF EACH OF THE THREE
CLASSES OF DELAY TEST UNDER PROCESS VARIATION

Class-1 | Class-Il | Class-llI

Falling delay | 38.4% | 28.4% 33.2%
Rising delay | 33.7% | 34.2% 32.2%
Average 36.0% | 31.3% 32.7%

Voltage(V) : t(s)
V(a)

V(A1)-Free

V(A1)-3000hm

Voltage(V)

6.1n

Fig. 6. Transition signal reduction due to process vanatmd resistive
bridge defect.

varies from 39.Q0 to 2968.72, but in delay test the critical
resistance varies from{Dto 99082, which is significantly
higher. In this case, Class-I covers highest resistanogeram
comparison to the other two classes. Fig. 5 shows the change i
critical resistance for three different resistive bridgensition
tests shown in Fig. 1 and using logic test, under the influence
of process variation. Next, using 350 fault-sites we shog th
maximum resistance coverage by each class using exhaustive
test under the influence of process variation. Results iteTab
show that on average Class-I has the largest coverage (36.0%
and it is up to 38.4% using transition delay test and Class-
Il has the lowest chance (31.3%) for testing resistive leidg
under the influence of process variation as well as in nominal

B. Bridge Transition Delay Faults under the influence ofoperating conditions (Table Ill). These results clearlgicate

Process Variation
Process variation permutation generator shown in Fig. 4

variation of three un-correlated parameters (ks ¥nd . ¢ £).
The process variation permutation generator generates 6
permutations of three parameters for each fault-site violig
Gaussian distribution within the range &f3c using Monte-
Carlo simulation in SPICE. For the fault-site shown in Fig. 1
the results are shown in Table IV. The “Min” and “Max” values
in Table IV represent the minimum and maximum values o
critical resistance, as a result of process variation act3%
range. It can be seen that in logic test the critical resigan

Class 1
tiro Class 2
= = =Class 3
it = = Logic Test

PDF

4000 6000
Resistance Range (Ohm)

4
2000

8000 10000

Fig. 5. Critical resistance range for logic test and differelasses of delay
test under the influence of process variation.
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that Class-I has the highest coverage range among threseslas

iof delay test, and the coverage of each class is always better

used to model the impact of process variation by considering

an logic test.
Next, we show how process variation affects the delay

(I_%:havior of a fault-site shown in Fig. 1-(a), where the desig

IS operating at 1.2-V Y,; and single transition is applied at

the input of gate D1 and it is observed at the output of
gate D1 (node a) and gate Al (node Al). The behavior is
shown in Fig. 6. It can be seen that the voltage V(a) is

]{educed (slightly above 80%,Y) because of decreased drive

strength of gate D1 due to process variation. Furthermbee, t
logic threshold voltage and drive strength of the driveregat
(A1) is also affected by process variation leading to a fault
behavior (V(A1l)< 80% V,,4) as observed at the output of gate
Al. Fig. 6 also shows the delay behavior of the same fault-
site with a resistive bridge () = 30002), it can be seen that
the delay increases further and it behaves like a stuckudtt fa
which can be detected through both logic and delay test.

C. Comparison between Delay Test at Nominal Operating
Conditions and Logic Test at Lower Voltage Setting

Results in Section 1lI-A and Section 1lI-B show the re-
sistance coverage using delay test is significantly larigan t
logic test both in nominal operating conditions and under th
influence of process variation while using the same supply
voltage (Vg = 1.2-V). Previous research shows that lowering
supply voltage setting can achieve higher resistance ageer



TABLE VI
AVERAGE CRITICAL RESISTANCE OF LOGIC TEST A10.8-V V44 SETTING
AND DELAY TEST OF CLASS-I AT 1.2-V V44 SETTING IN NOMINAL
OPERATING CONDITIONS AND UNDER PROCESS VARIATION

Nom +30 Variation
Method \oltage () Min (©2) | Max ()
Logic Test | 0.8-V 1118.8 247.2 5447
Delay Test| 1.2-V | 2353.3 120.3 10269

Delay Test with 1.2-V|
= = = Logic Test with 0.8-V

PDF

1000 2000 3000 4000 5000 6000 7000 8000 9000
Resistance Range (Ohm)

0

Fig. 7. Critical resistance range for logic test gj;v= 0.8-V and Class-I
transition delay test at }; = 1.2-V under the influence of process variation.

both in case of logic and delay test [7], [14]. Next, we conepar
the results of logic test at lower supply voltage setting(V
= 0.8-V) while delay test at y; = 1.2-V using 350 fault-sites

both in nominal operating conditions and under the influence
of process variation to compare the resistance coverage. Fo
the fault-site shown in Fig. 1, results are shown in Fig. 7 4

by using the Class-I transition fault and low,) logic test

under the influence of process variation. Fig. 7 clearly show
that delay test at nominal operating voltage covers highers
resistance range when compared with logic test at lowerlgupp

voltage. Results of average critical resistance from 35@t-fa
sites are shown in Table VI. The value of “Nom” represents th
critical resistance in nominal operating conditions. Thé&res
of “Min” and “Max” represent the minimum and maximum
critical resistances under the influence of process variati
On average from 350 fault-sites, Class-| transition deayitf
has critical resistance value of 235Q.81 nominal operating
conditions and varies from 120323to 10,2692 under the
influence of process variation which is significantly higtiean
the values at lower Y} logic test.

IV. CONCLUSION

classes of delay test under the influence of process varjatio

it is found that maximum coverage is achieved using Class-
| delay test (Fig. 1-(a)) and on average it covers maximum
resistance in 36% cases, followed by Class-Ill (Fig. 1;(c))
which achieves maximum coverage in 32.7% cases and Class-
Il (Fig. 1-(b)) achieves maximum coverage in 31.3% cases.
This trend continues in nominal operating conditions ad.wel
This work is carried out using Monte-Carlo simulation thgbu
SPICE and on average each simulation takes about 19 minutes
per fault-site due to including the effect of process vaoiat
This motivates our continuing work on developing a fast and
accurate fault-simulator for testing resistive bridgeedts in

the presence of process variation by developing an analytic
model which incroporates BSIM4 transitior model to caltella
transition delay efficiently.
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