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ABSTRACT
Recent neuroimaging studies have highlighted the importance
of network-centric brain analysis, particularly with functional
magnetic resonance imaging. The emergence of Deep Neu-
ral Networks has fostered a substantial interest in predict-
ing clinical outcomes and categorizing individuals based on
brain networks. However, the conventional approach involv-
ing static brain network analysis offers limited potential in
capturing the dynamism of brain function. Although recent
studies have attempted to harness dynamic brain networks,
their high dimensionality and complexity present substantial
challenges. This paper proposes a novel methodology, Dy-
namic bRAin Transformer (DART), which combines static
and dynamic brain networks for more effective and nuanced
brain function analysis. Our model uses the static brain net-
work as a baseline, integrating dynamic brain networks to
enhance performance against traditional methods. We inno-
vatively employ attention mechanisms, enhancing model ex-
plainability and exploiting the dynamic brain network’s tem-
poral variations. The proposed approach offers a robust so-
lution to the low signal-to-noise ratio of blood-oxygen-level-
dependent signals, a recurring issue in direct DNN modeling.
It also provides valuable insights into which brain circuits or
dynamic networks contribute more to final predictions. As
such, DRAT shows a promising direction in neuroimaging
studies, contributing to the comprehensive understanding of
brain organization and the role of neural circuits.

Index Terms— Dynamic Brain Networks, Deep Learning

1. INTRODUCTION

Network-centric analysis on brain imaging has gained sub-
stantial attention in neuroimaging studies recently, contribut-
ing profoundly to our understanding of brain organization
in healthy individuals and those with brain disorders [1].
Neuroscience research has consistently demonstrated that in-
sights into neural circuits are pivotal for distinguishing brain
function across diverse populations, with disruptions in these
circuits often instigating and delineating brain disorders [2].
Functional magnetic resonance imaging (fMRI) has emerged
as a widely employed imaging modality for exploring brain
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Fig. 1. Four distinct schemas when employing Deep Learning
for brain network analysis. From fMRI imaging, three types
of input data can be acquired: (1) raw time-series data (BOLD
signals), (2) static functional connectivity (FC), and (3) dy-
namic FCs, which capture temporal changes. Both kinds of
FC are derived from the BOLD signal. Our method is the first
attempt to combine Static FCs and dynamic FCs.

function and organization [3]. Predicting clinical outcomes
or categorizing individuals based on brain networks extracted
from fMRI images with deep neural networks is a topic of sig-
nificant interest in the neuroimaging community [4, 5, 6, 7].

Figure 1 succinctly summarizes various schemas used for
analyzing brain networks with neural networks. The classic
approach to network analyses primarily relies on using indi-
vidual fMRI data to construct functional brain networks [8].
This established process involves selecting a brain atlas or re-
gions of interest (ROI), extracting fMRI blood-oxygen-level-
dependent (BOLD) signal series from each node or region,
and computing pairwise connectivity measures. Once static
brain networks are obtained, various neural network mod-
els can be applied for downstream analyses, as demonstrated
in Figure 1 (a). There have been attempts to model BOLD
signals directly using deep neural networks (DNNs), as seen
in Figure 1 (b), but these have generally yielded unsatisfac-
tory results due to the low signal-to-noise ratio of BOLD sig-
nals [9, 10]. However, recent works have attempted to use dy-
namic brain networks to replace static ones for downstream
analyses [11, 12]. These dynamic networks are created by
segmenting BOLD signals into several overlapping or non-
overlapping windows, each contributing to a unique connec-
tivity matrix. This strategy shown in Figure 1 (c) allows for
exploring temporal variations and state transitions in func-
tional connectivity over time, providing crucial insights into
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Fig. 2. Diagram illustrating the comprehensive workflow of
the proposed methodology, DRAT.

brain function. However, there is significant space for im-
provement due to the high dimensionality and complexity of
dynamic brain networks. In response to these challenges,
this paper proposes a novel methodology, Dynamic bRAin
Transformer (DRAT), depicted in Figure 1 (d). DRAT ex-
ploits static brain networks as a foundation measurement to
integrate dynamic brain networks, thereby improving perfor-
mance against benchmark methods. Additionally, we incor-
porate specific attention mechanisms to enhance model ex-
plainability, aiming to capitalize on dynamic brain networks’
switching in neuroimaging studies.

2. METHOD
Table 1. Performance comparison with baselines. The ↑ in-
dicates a higher metric value is better, while ↓ is opposite.

Type Method
PNC ABCD

AUROC↑ Accuracy↑ MSE↓

Dynamic
STAGIN 63.5±4.0 54.2±1.4 102.4±6.1
ST-GCN 64.7±3.5 57.3±3.2 89.2±11.2

Static

BrainGNN 62.4±3.5 59.4±2.3 80.8±4.7
BrainGB 69.7±3.3 63.6±1.9 78.1±4.3

BrainNetCNN 74.9±2.4 67.8±2.7 77.1±4.5
BNT 78.2±1.9 70.6±2.1 60.2±1.5

Dynamic & Static DRAT 80.7±3.1 72.5±2.3 58.3±3.5

In this section, we elaborate on the design of DRAT and
its four main components as shown in Figure 2. Specifically,
the input X ∈ Rv×T denotes the BOLD time-series for re-
gions of interest (ROIs) represents a sample (individual), v
is the number of ROIs, and T is the length of time-series.
We set L as the window size, S as the stride size. Given a
sample X , we can obtain k dynamic brain networks, where
k = ⌊T−L+S

S ⌋. For the classification task, the target output is
the prediction label Y ∈ R|C|, where C is the class set of Y
and |C| is the number of classes. For the regression task,the
target output is the prediction label Y ∈ R.
Static FC Generation. We begin by generating a static func-
tional connectivity (FC) matrix, which provides a summary
of the overall functional connections in the brain during the
entire scan period. This static FC, A ∈ Rv×v , represents the
connectivity matrix between all pairs of ROIs for each indi-

vidual. Specifically, we use the Pearson Correlation as a mea-
sure of statistical dependence between the time series of dif-
ferent ROIs. Each element of the static FC, Aij , is computed
as Corr(Xi,Xj), which denotes the correlation between the
time-series of ROI i and ROI j. This matrix captures the over-
all brain functional organization and serves as an anchor for
the subsequent steps.
Dynamic FC Generation. To generate dynamic brain net-
works, we partition the BOLD signal into a series of overlap-
ping or non-overlapping windows of length T , with a stride of
size S. We calculate a dynamic functional connectivity matrix
for the time window t, Dt ∈ Rv×v . Finally, we can obtain k
dynamic functional connectivity matrix, where k is the total
number of dynamic networks given by k = ⌊T−L+S

S ⌋. Each
of these matrices represents a snapshot of brain connectivity
at a specific time point. Similar to the static FC generation, we
use Pearson Correlation for this computation. Each element
in the dynamic connectivity matrix, Dt

ij , is then calculated as
Corr(Xt

i ,X
t
j), where Xt

i and Xt
j are the BOLD signals for

ROIs i and j at the time window t.
Edge-level Attention and Transformer Projection. Af-
ter generating both static and dynamic FCs, we utilize the
graph transformer proposed by [5] for processing these matri-
ces. This transformer comprises a Multi-Head Self-Attention
Module, which is adept at capturing complex dependencies
between different nodes in the network, thus enabling a rich
representation of the FCs. A learnable clustering readout
function is applied to compress the matrix into a graph-
level embedding. In the case of the static brain network,
the hidden representation, hA = fTF(A), is obtained. In
contrast, for each dynamic brain network, the hidden repre-
sentation is equipped with an attention layer α and added
by a positional embedding as delineated in [13], resulting in
ht
D = fTF(α ◦ Dt) + P t. Here, ◦ denotes the Hadamard

product, α ∈ Rv×v represents a learnable attention matrix
(initialized at 1) shared across all dynamic networks, and P t

refers to the positional embedding at time window t. The
attention mechanism based on α allows the model to focus
on the most informative connections in the brain networks.
Temporal-level Attention and Fusion. Given the hidden
embedding of static FC hA and the sequence of dynamic FCs’
hidden embedding ht

D, we utilize an attention mechanism
to fuse these networks. The attention scores are computed
based on the similarity between hA and each ht

D. Specifi-
cally, the attention score βt for each dynamic FC ht

D is cal-
culated as βt = softmax(sim(hA,h

t
D)), where sim(.) is a

similarity function, such as dot product. Then, the fused FC
F is generated as a weighted sum of dynamic FCs, i.e., F =∑k

t=1 β
t ·ht

D. The final FC F is then fed into the multi-layer
perception module for final prediction. The fusion mecha-
nism thus enables the model to direct its focus towards dy-
namic FCs bearing higher similarity to the static FC, effec-
tively leveraging the static FC’s stable functional information
to guide the dynamic FC fusion.



3. EXPERIMENTS

3.1. Experimental Settings

Dataset. This study utilizes two public neuroimaging datasets.
The first is the Adolescent Brain Cognitive Development
Study (ABCD), one of the largest publicly available fMRI
datasets with stringent access control [14]. We employ fully
anonymized brain networks based on the HCP 360 ROI at-
las [15] and define a task, the Cognition Summary Score
Prediction, a regression problem focused on five cognitive
sub-domains. Considering the variability in sequence lengths
within the ABCD dataset, we included only those samples
with a sequence length exceeding 1024, truncating them to
form a unified length dataset, yielding 4613 samples for re-
gression analysis. The second dataset is the Philadelphia Neu-
roimaging Cohort (PNC), whose individuals aged 8–21 years
provided by the Children’s Hospital of Philadelphia [16].
After quality control, the dataset includes 503 subjects, each
providing 120 timesteps of data from 264 nodes [17].
Metric. To evaluate performance in binary classification
tasks, we employ two widely accepted metrics: Area Under
the Receiver Operating Characteristic (AUROC) and accu-
racy. We set the classification threshold at 0.5 to determine
the final class labels. In the case of regression tasks, we utilize
the Mean Square Error (MSE) as a comprehensive measure of
model performance. Please note, all the results presented in
this study are the mean values derived from five independent
runs, each initiated with a different random seed, to ensure
the robustness and reproducibility of our findings.
Implementation.We configure the window size L and stride
size as 24 to ensure each window encapsulates a one-minute
BOLD signal. The architecture of our Transformer is built
according to the design described in [5], setting the number
of transformer layers to 2, matching the hidden dimension
for each transformer layer with the number of nodes v, and
employing 4 heads. We divide our datasets such that 70% is
utilized for training, 10% for validation, and the remainder
for testing. We leverage the Adam optimizer throughout the
training process with a learning rate and weight decay set at
10−4. Our batch size is 16, and all models undergo 200 train-
ing epochs. The epoch displaying optimal performance on the
validation set is chosen for the final report.

3.2. Performance and Analysis

Our model’s performance is benchmarked against several
state-of-the-art methodologies in brain network analysis, and
the result can be found in Table 1. We consider methods that
leverage both static and dynamic brain networks for com-
parison. The baseline models include STAGIN [12], which
constructs dynamic brain networks and fuses them using an
attention mechanism without considering static brain net-
works; ST-GCN [18], an improved version of GCN that takes
into account not only the current graph but also the adjacency

of prior and future graphs; BrainGNN [19] and BrainGB [20],
two Graph Neural Networks designed explicitly for static
brain networks; BrainNetCNN [4], a convolutional neural
network model designed for static brain networks; and finally
BNT [5], a graph transformer model also designed for static
brain networks, which is the same transformer that we employ
in our model to project brain networks into an embedding.

The comparative analysis with these methods demon-
strates several vital insights. Models that rely exclusively on
dynamic brain networks perform the poorest, underlining the
critical role of global information provided by static brain
networks in predictions. Static brain networks were found
to encompass the most significant predictive signals, which
illustrates our strategy of using the hidden representations of
these static networks as anchor points (or query embeddings)
to fuse dynamic brain representations. Furthermore, integrat-
ing dynamic brain networks is observed to enhance model
performance because it exploits the fine-grained variations in
brain states. As a result, our proposed methodology, denoted
as DRAT, consistently outperforms all baseline methods,
exhibiting the highest performance across various metrics on
two datasets with both regression and classification tasks.

3.3. Attention Visualization and Analysis

Due to the special attention design in DRAT, the proposed
method enables two-level attention-driven interpretability -
edge-level attention (α), representing the significance of each
edge, and temporal-level attention (β), indicating the impor-
tance of each dynamic brain network. As evidenced in Figure
3, during the first 100 epochs, attention weights progressively
evolve, stabilizing over the subsequent 100 epochs. The edge-
level attention, initially uniform, progressively concentrates
on the Visual and Default Mode sub-networks, aligning with
the scores evaluated from heavy visual tasks like the Pic-
ture Vocabulary and Picture Sequence Memory Tests. Mean-
while, the temporal-level attention highlights dynamic brain
networks recorded during the middle collection. Given the
fact that the ABCD dataset is collected from children, it is
plausible that resting-state brain activity is most prominent
for children during the middle of the data collection process,
corroborating our temporal attention insights.

4. CONCLUSION

Our proposed method, DRAT, addresses the challenges pre-
sented by dynamic brain networks’ complexity and high
dimensionality, thereby advancing brain network analysis
in neuroimaging. By leveraging static brain networks as
a foundational measurement, we successfully integrate dy-
namic brain networks and improve performance compared to
standard methods. The specific attention mechanisms incor-
porated within DRAT further enhance model explainability.
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Fig. 3. Evolution of two-level attention during the training on the ABCD dataset. The first row displays the progression of
edge-level attention (α) across epochs, while the second row shows the changes in temporal-level attention (β) across epochs.
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