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Abstract

Gaussian graphical models are often used to infer gene networks based on microar-

ray expression data. Many scientists, however, have begun using high-throughput

sequencing technologies to measure gene expression. As the resulting high-dimensional

count data consists of counts of sequencing reads for each gene, Gaussian graphical

models are not optimal for modeling gene networks based on this discrete data. We

develop a novel method for estimating high-dimensional Poisson graphical models, the

Log-Linear Graphical Model, allowing us to infer networks based on high-throughput

sequencing data. Our model assumes a pair-wise Markov property: conditional on all

other variables, each variable is Poisson. We estimate our model locally via neighbor-

hood selection by fitting `1-norm penalized log-linear models. Additionally, we develop

a fast parallel algorithm, an approach we call the Poisson Graphical Lasso, permitting

us to fit our graphical model to high-dimensional genomic data sets. In simulations, we

illustrate the effectiveness of our methods for recovering network structure from count

data. A case study on breast cancer microRNAs, a novel application of graphical
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models, finds known regulators of breast cancer genes and discovers novel microRNA

clusters and hubs that are targets for future research.

Keywords: Markov networks, graphical models, Hammersley-Clifford theorem, next

generation sequencing data, microRNAs, regulatory networks

1 Introduction

Graphical models have become a popular technique to depict and explore relationships be-

tween genes and estimate genomic pathways (Dobra et al., 2004; Krämer et al., 2009). Undi-

rected graphical models, or Markov Networks, denote conditional dependence relationships

between genes (Dempster, 1972). In other words, genes A and B are linked if given the

profiles across the subjects for all other genes, the levels of gene A are still predictive of

the levels of gene B. Thus, Markov Networks denote a type of direct dependence that is

stronger than merely correlated expression values. Many have developed methods to es-

timate high-dimensional Markov Networks for Gaussian or binary data by using sparsity

to select the edges between genes (Meinshausen and Buhlmann, 2006; Yuan and Lin, 2007;

Friedman et al., 2007; Ravikumar et al., 2010). Several have used these methods for Gaussian

graphical models to infer network structures from microarray gene expression data (Mein-

shausen and Buhlmann, 2006; Liu et al., 2010). As typical log ratio expression values from

microarray data follow approximately a Gaussian distribution, these models are appropriate.

Recently, more scientists are using RNA-sequencing technologies to measure gene expression

or microRNA levels, as these methods in theory yield less technological variation than that

of microarrays (Marioni et al., 2008). Measurements from RNA-sequencing, however, are

not approximately Gaussian and are in fact read counts of how many times a transcript has

been mapped to a specific genomic location. The RNA sequencing expression values are then

integer valued and non-negative; thus, many have advocated to model this count data using

the Poisson distribution (Marioni et al., 2008; Bullard et al., 2010; Li et al., 2011). In this

paper, we develop a novel Log-Linear Graphical Model based on the Poisson distribution and
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build an algorithm to estimate genomic networks from high-dimensional sequencing data.

High-dimensional methods to estimate Gaussian or binary Markov Networks have been

well-studied (Meinshausen and Buhlmann, 2006; Yuan and Lin, 2007; Friedman et al., 2007;

Ravikumar et al., 2010). Few, however, have introduced methods for Poisson Markov Net-

works. Hastie et al. (2009) propose a combinatorial approach, augmenting the data matrix

and fitting log-linear regression models. The computational complexity of the method, how-

ever, grows on the order of p22p where p is the number of variables; this is infeasible for

data with p > 20. Others have outlined related approaches for multi-way contingency tables

(Madigan et al., 1995; Lauritzen, 1996; Bishop et al., 2007; Wainwright and Jordan, 2008)

that again, are only computationally feasible for a small number of variables. Our goal in

this paper is to develop a model and computationally attractive algorithm to estimate high-

dimensional Poisson graphical models that can be used to infer genetic networks based on

RNA-sequencing data.

In this paper, we make the several novel contributions: (1) propose a Log-Linear Graph-

ical Model based on a pair-wise Poisson Markov Network; (2) introduce a neighborhood

selection approach to infer network structure locally via a series of `1 penalized log-linear

models; and (3) build a fast parallel algorithm to fit our graphical model to high-dimensional

genomic data. These methods are developed in detail in Section 2. In Section 3.1, we study

the utility of our methods for recovering the underlying graph structure of simulated Pois-

son networks. We apply our LLGM to infer high-dimensional networks for breast cancer

microRNAs, a novel applied contribution, in Section 3.2. In Section 4, we conclude with a

discussion of the implications of our work and directions for future research.

2 Methods

We develop a log-linear graphical model and a fast algorithm to fit this model, the Poisson

Graphical Lasso, that can be used to estimate genomic networks from high-dimensional

sequencing data. We begin with background and considerations for modeling sequencing
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data using the Poisson distribution.

2.1 Poisson Models for Sequencing Data

High-throughput RNA-sequencing technologies quantify expression values by mapping short

reads of cDNA back to the original genome. The resulting data consist of counts at each

genomic location that are non-negative integers (Marioni et al., 2008). Several models have

been proposed for this data including Poisson and negative binomial models (Anders and

Huber, 2010; Robinson and Oshlack, 2010; Li et al., 2011). In this paper, we will assume

that after normalization the data follows a Poisson distribution with a separate mean for

each gene.

There are several items one must consider when normalizing high-throughput sequencing

data. First, the samples may contain vastly different numbers of total read counts reflecting

technological variation in sequencing depths with no biological relevance (Marioni et al.,

2008; Mortazavi et al., 2008). Some have suggested to normalize samples by the total counts

(Marioni et al., 2008), the RPKM (reads per KB per million) (Mortazavi et al., 2008; Jiang

and Wong, 2009), or more robust methods such as normalizing via the geometric mean

(Anders and Huber, 2010) or quantiles (Bullard et al., 2010). Another characteristic of

sequencing data is that the read counts for some genomic locations may have zero or nearly

zero expression values (Mortazavi et al., 2008). As these genes and others that are constant

across the samples will not be meaningful genes to study via network models, we filter

out these genes. Finally, many have noted that even after adjusting for sequencing depth

and filtering genes, the data can still be overdispersed compared to a Poisson distribution

(Robinson and Oshlack, 2010; Anders and Huber, 2010; Li et al., 2011). We choose to

adjust for this by transforming the data via a power α ∈ (0, 1] where α is chosen to yield

approximately Poisson data (Li et al., 2011). While others have advocated using the negative

binomial distribution in this context (Robinson and Oshlack, 2010; Anders and Huber, 2010),

the Poisson distribution has a number of advantages for graphical models. These include
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a simple one-parameter form and well established methods for fitting penalized log-linear

models.

In summary we employ three common steps to normalizing high-throughput sequencing

data: (i) adjust for sequencing depth, (ii) filter out genes with low variance across samples,

and (iii) adjust for possible overdispersion. After this normalization, we assume that the

data follows a Poisson distribution with a separate mean for each gene. Specifically, if we

have sequencing data Xij for i = 1, . . . n samples and j = 1, . . . p genes, then we assume that

for each gene j: X1,j, . . . Xn,j
iid∼ Poisson(λj).

2.2 A Log-Linear Graphical Model

We develop the mathematical framework for our Log-Linear Graphical Model by assuming

pair-wise conditional Poisson relationships between variables and defining a Poisson Markov

Network. Interestingly, this joint distribution on the nodes places severe constraints on the

types of pair-wise conditional relationships between variables that have little meaning in

the context of genetic networks. Thus, we propose to estimate unrestricted relationships

between pairs of variables locally and then put together this set of local networks. While

this procedure does not fit a joint model on all the nodes, it will allow us to infer a more

general graph structure. To denote the difference between this set of local models and the

joint Poisson Markov Network, we use llgm and LLGM respectively.

First, let us define the undirected network structure as G = {V,E}; that is, the graph, G,

consists of the set of vertices (variables), V , and the set of edges (links), E. In the context

of genetic networks, each of the vertices or nodes corresponds to a specific gene and edges

denote links or important relationships between genes. Let X be a matrix of n samples

measured on p genes with entries taking on integer values, Xij ∈ {0, 1, 2, . . .∞}.

Our model is characterized by conditional Poisson relationships between pairs of nodes:

Xj|Xk ∼ Poisson ∀ j 6= k ∈ V , where Xj is the vector of n samples measured for variable

j. Then, both the llgm and LLGM models are defined in terms of this conditional density
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for each node:

p(Xj |Xk = xk ∀k 6= j,Θ) ∼ Poisson
(
eθj+

∑
k 6=j θjkxk

)
, (1)

with parameters Θ = (θj, θjk, ∀ j 6= k ∈ V ) where θj, θjk ∈ <. Here, the parameter θj is an

intercept, adjusting the conditional mean of Xj, and the parameter θjk gives the conditional

relationship between nodes j and k. Note that (1) denotes pair-wise relationships or the

local Markov property (Lauritzen, 1996).

Recall that for the local, pair-wise Markov property to hold jointly for all nodes to form

a Poisson Markov Random field, the conditions of the Hammersley-Clifford theorem must be

satisfied (Hammersley and Clifford, 1971). This result states that the probability density of

the graph may be factored into a product of potentials on the set of maximal cliques. Besag

(1974) went on to define the conditions under which Markov random fields can be defined

for exponential families. From this, the probability density of the Poisson Markov Network,

we call this our global LLGM, is given by the following:

p(X |Θ) = exp
[∑
j∈V

(θjXj − log(Xj!)) +
∑

(j,k)∈E

θjkXjXk −Ψ(Θ)
]
. (2)

Here, Ψ(Θ) is the log-partition function: Ψ(Θ) = log

[∑
xj∈{0,1,...∞},xk∈{0,1,...∞} exp

(∑
j∈V (θjxj−

log(xj!)) +
∑

j,k∈E θjkxjxk
)]

. This term acts as a normalizing constant ensuring that (2) is

a proper probability density function; that is, it sums to one. This requires that Ψ(Θ) <

∞ ∀ X. As the term θjkXjXk dominates the above summation, this implies that θjk ≤

0 ∀ j 6= k (Besag, 1974). Thus, the Poisson Markov Network, LLGM, is only defined for

conditionally negatively correlated relationships between variables.

Due to this restriction on the parameter space of the LLGM, this model has limited appli-

cability. Consider for example, that graphical models are often used to estimate regulatory

pathways from gene expression data. Thus, conditional on other genes, genes belonging to

the same regulatory pathway would have a positively correlated relationship. These positive
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dependencies cannot be captured or estimated via the LLGM model. Hence, this model is

not ideal for estimating network structures from high-throughput genomic data.

Therefore, we propose to estimate the local model, llgm, for each node and then combine

each of these estimated local models to infer a network structure. Returning to (1), we will

assume that the intercept term, θj, is zero as we assume each genomic variable has been

adjusted for sequencing depth as described in the previous section. We are then left with

the following log-linear model, the inspiration for the name llgm:

log [E(Xj|Xk = xk ∀k 6= j)] =
∑
k 6=j

θjkxk. (3)

Estimating the parameters of this model, θjk ∀ (j, k) ∈ V , is sufficient for inferring the

local network structure of the graph. Notice, for example, that if θjk = 0, then this im-

plies that Xj ⊥ Xk|X 6=j,k. In other words, variables j and k are conditionally independent

given all other variables. In our graph structure, G, this local conditional independence

implies that there is no edge between Xj and Xk. This approach is closely related to the

neighborhood selection problem proposed for Gaussian graphical models and Ising models

in Meinshausen and Buhlmann (2006) and Ravikumar et al. (2010) respectively. The major

difference between our approach for Poisson graphical models and these existing methods is

that estimating the pair-wise conditional dependencies for the Ising and Gaussian graphi-

cal model are sufficient for determining the joint dependence structure of the random field.

While this does not hold for our models, our local approximation will allow us to estimate a

richer set of dependence structures.

2.3 Poisson Graphical Lasso

We describe our method for fitting the local Log-Linear Graphical Model, llgm, an algorithm

we call the Poisson Graphical Lasso named after the Graphical Lasso algorithm of Friedman

et al. (2007) for Gaussian Graphical Models.
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2.3.1 Neighborhood Selection

We propose to fit the local Log-Linear Graphical Model, llgm, by for each node, estimating

the set of edges extending out from the node, of the node’s neighborhood. Meinshausen

and Buhlmann (2006) first proposed to automatically select the neighborhood of node j

by placing an `1-norm penalty on linear regression coefficients to encourage sparsity. The

regression coefficients of variables with weak relationships to variables j will be shrunk to

zero, and there is no edge between the nodes in the graph. Variables with strong relationships

with gene j will have non-zero regression coefficients, and these will be connected to node

j in the graph. Neighborhood selection methods have been developed for high-dimensional

graph estimation using `1-norm penalized linear regression (Meinshausen and Buhlmann,

2006) and logistic regression (Ravikumar et al., 2010). We extend this to `1-norm penalized

log-linear regression for neighborhood selection for the local llgm.

Mathematically, we can write the neighborhood selection problem for node j as the

solution to the following penalized log-linear regression problem:

maximize
Θ 6=j,j

1

n

n∑
i=1

[Xij (Xi, 6=jΘ6=j,j)− exp (Xi, 6=jΘ6=j,j)] − ρ||Θ6=j,j||1. (4)

Here, ρ ≥ 0 is a regularization parameter controlling the amount of sparsity in the neighbor-

hood and the notation Xi, 6=j denotes the ıth row of X and all columns other than column j,

and analogously for Θ6=j,j. Thus, we estimate the zero elements in one column of our param-

eter matrix, Θ, at a time by regressing the jth variables, Xj onto all other variables X 6=j. For

ease of notation, we denote this estimated column as Θ̂j(ρ) to make explicit the dependency

on the regularization parameter, ρ; note that there is no jth element to this column vector.

We denote the estimated graph structure as the adjacency matrix Â(ρ) implied by the zero

elements in Θ̂(ρ) : Â(ρ) = |sign(Θ̂(ρ))|. There are many fast computational approaches to

fitting these `1-norm penalized log-linear models (Friedman et al., 2010) that we will discuss

further when we introduce our algorithm subsequently.

Finally, notice that neighborhood selection is not symmetric. In other words, while
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nodes j and k may be estimated to have an edge when node j is regressed on all others, this

edge may not be present when node k is the regressor (Meinshausen and Buhlmann, 2006;

Ravikumar et al., 2010). Thus, we define our estimated graph, Â(ρ), as the union over the

set of these edges, noting that the intersection is also appropriate:

Âjk(ρ) = max

{
|sign(Θ̂(ρ)jk)|, |sign(Θ̂(ρ)kj)|

}
∀ j 6= k. (5)

In other words, an edge connecting nodes j and k is estimated if either solving (4) with Xj

or Xk as regressors yields a non-zero coefficient in the other.

2.3.2 Selecting Regularization Parameters

The regularization parameter ρ controls the sparsity of the graph structure, or in other

words, the number of estimated links between nodes. We seek a data-driven method for

estimating this parameter. In the Gaussian graphical model literature, many data-driven

methods such as cross-validation, BIC, AIC, and stability selection have been proposed. The

former three approaches, however, require calculating the log-likelihood; recall that our local

algorithm based on the llgm does not maximize the joint likelihood of (2). We then, propose

to estimate the regularization parameter via stability selection, an approach which seeks

the ρ leading to the most stable set of edges (Liu et al., 2010). In brief, stability selection

sub-samples the data X(b) and estimates a separate graph A(b)(ρ) for each sub-sample and

vector of regularization parameters, ρ. The optimal value of ρ controls the average variance

over the edges of the sub-sampled graphs (Liu et al., 2010) (reproduced using our notation

for completeness):

ρopt = argmin
ρ

{
minimize

0≤λ≤ρ

{∑
j<k

2Ājk(λ)(1− Ājk(λ))/

 p

2

} ≤ β}, (6)

where Ājk(ρ) = 1
B

∑B
b=1A

(b)
jk (ρ). We note that default values for β, β = .05, and the number

of sub-samples, m = b10
√
nc, from (Liu et al., 2010) are used.
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2.3.3 Algorithm

We are interested in developing a fast algorithm to fit our llgm model to high-throughput

genomic data. We accomplish this by incorporating fast path-wise algorithms and stability

selection into a parallel computing framework.

First, notice that each of the penalized log-linear models, (4), can be fit independently

as the results of each do not depend on others. Thus, the neighborhood of each node can

be estimated in parallel. In addition, recent advances in computing `1 penalized models

via path-wise coordinate methods over a range of regularization parameters, ρ, allow us to

compute the entire neighborhood solution path for each node with approximately the same

speed as fitting at a single value of ρ (Friedman et al., 2010). Thus, we seek to fit the

penalized log-linear models path-wise over a range of regularization parameters in parallel

for each node. To accomplish this, the vector of regularization parameters ρ we consider

must be fixed in advance for each node. This means we must know the value of ρmax at

which all coefficients are zero for all nodes, or in other words, no edges are estimated in the

graph. Examining the Karush-Kuhn-Tucker conditions of (4), the minimum value of ρ at

which no edges are selected for Xj is maxk 6=j|XT
k Xj|. Hence, ρmax = maxj,k 6=j|XT

k Xj|, the

maximum over all the j regression problems.

Algorithm 1 summarizes these items and the steps of our Poisson Graphical Lasso method.

Notice that the entire set of computations including path-wise log-linear models and stability

selection are performed in parallel for each node. This dramatically reduces the computa-

tional complexity to approximately O((1+B)p3) for each node (Friedman et al., 2010). After

this, stability selection results are combined to estimate the optimal regularization parameter

and the final graph is determined via maximum edge agreement. Thus, our Poisson Graphi-

cal Lasso Algorithm is a computationally efficient method for inferring the high-dimensional

llgm.
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Algorithm 1 Poisson Graphical Lasso for llgm

1. Normalize the data X as described in Section 2.1. Set ρmax = maxk,j|XT
k,6=jXj|. Fix

ρmin ≈ 1.0× 10−4. Define 100 log-spaced values ρ = [ρmax . . . ρmin]T .

2. For each Xj, j = 1, . . . p, do in parallel:

(a) Solve (4) with regressor Xj and predictors X 6=j path-wise for ρ yielding Θ̂j(ρ).

(b) For b = 1, . . . B:

i. Sample m = b10
√
nc observations, yielding the sub-sampled data, X(b).

ii. Solve (4) with regressor X
(b)
j and predictors X

(b)
6=j path-wise for ρ yielding

Θ̂
(b)
j (ρ).

3. Determine the graphs Â(ρ) from Θ̂(ρ) and Â
(b)

(ρ) from Θ̂
(b)

(ρ) via (5).

4. Determine ρopt via stability selection, (6).

5. Return the graph, Â(ρopt).

3 Results

We evaluate the performance of our local Log-Linear Graphical Model for recovering network

structure via experiments on simulated data and through a novel application to microRNA

sequencing data.

3.1 Experiments on Simulated Networks

We assess the performance of our llgm for selecting the correct underlying network based on

simulated count data. Three graph structures are simulated: (i) a hub network, where each

node is connected to one of three hub nodes, (ii) a scale-free network, in which the number of

nodes of a certain degree follow a power law, and (iii) a random network, in which each edge

has equal probability. The hub and scale-free networks are known to mimic the behavior of

biological networks. Our llgm is compared to the Graphical Lasso algorithm (Friedman et al.,

2007) and the Graphical Lasso after applying a log transform to the data plus one. Unlike for

Gaussian graphical models and Ising models, simulating Poisson networks is not a trivial task;

we employ an approach based on Karlis (2003). In brief, n independent observations from our
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G H I

RandomHub Scale Free

Figure 1: Experimental simulation study for three network structures: hub (A), scale-free
(B), and random (C). For each type of graph, Poisson networks are generated with 200 obser-
vations and 50 nodes at a high and low signal-to-noise ratio (SNR). Our llgm is compared to
the Graphical Lasso and the Graphical Lasso on the log-transformed data through Receiver
Operator Curves (D-F) obtained by varying the regularization parameter, ρ, and boxplots
(G - I) of true and false positive rates (G-I) for fixed ρ estimated by stability selection. Our
llgm outperforms competing methods for all three simulated network structures.

simulated Poisson network with p nodes, X ∈ <n×p, are generated from the following model:

X = Y B+E. Here, Y is a n×p+p(p−1)/2 matrix with each element Yij
iid∼ Poisson(λtrue)

and E is n×p with Eij
iid∼ Poisson(λnoise). The matrix B encodes the true underlying graph

structure denoted by the adjacency matrix A ∈ {0, 1}p×p: B = [I(p); P � (1(p)tri(A)T )]T .

Here, P is the p × p(p − 1)/2 pair-wise permutation matrix, � denotes the Hadamard or

element-wise product, and tri(A) denotes the p(p − 1)/2 × 1 vectorized upper triangular

portion of the adjacency matrix A. We simulate n = 200 observations for p = 50 nodes at
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two signal-to-noise (SNR) levels. We set λtrue = 1 with λnoise = 0.5 for the high SNR level

and λnoise = 5 for the low SNR level.

Results of our experiments conducted over ten replicates are given in Figure 1. Both

receiver operator curves (ROC) computed by varying the regularization parameter ρ and

boxplots of true and false positive rates for fixed ρ as estimated via stability selection are

given at the high and low SNR levels. True positives are estimated as the fraction of edges

found by llgm that are in the true simulated network structure A; false positives are estimated

analogously. These results indicate that llgm uniformly outperforms the Gaussian graphical

models for the hub and scale-free graphs. The improved statistical power of our llgm for

recovering the hub graph structure is particularly striking. The ROC curves of all methods

on the random graph structure are approximately equal. When stability selection is used

to estimate the sparsity level, however, we see that llgm retains its advantage over the

competitors. This behavior is not surprising as employing the correct statistical model, in

this case the llgm, often leads to improved model selection. Overall, these simulation results

demonstrate the strong performance of our llgm for recovering network structures based on

Poisson distributed data.

3.2 Discovering microRNA Networks

We apply our llgm to discover relationships among microRNAs based on sequencing data

from breast cancer patients. There is a long record of applying Markov Networks to under-

stand gene expression data, but inferring networks based on microRNAs is a novel application

of graphical models. Level III breast cancer data was obtained from the Cancer Genome

Atlas (TCGA) data portal (http://tcga-data.nci.nih.gov/tcga/) (Collins and Barker, 2007).

This data set consists of 544 patients and 524 microRNAs. The sequencing data was nor-

malized as described in Section 2.1 with 50% of the microRNAs that varied the least across

the samples filtered out, giving us 262 microRNA nodes.

In Figure 2, we present the results of our llgm applied to the breast cancer microRNA

13



Figure 2: Breast cancer microRNA network estimated by llgm (left). This network is scale-
free as demonstrated by the power-law plot (top right) of node degree on the log-scale verses
the number of nodes for such degree. Our llgm found many hub genes previously associated
with breast cancer such as let-7c, and identified new potential regulators of breast cancer such
as mir-379 which is tightly correlated with let-7c (bottom right). A microRNA cluster (left,
boxed) was also identified by our llgm in an unsupervised manner without using transcript
location.

sequencing data. Analysis of this network reveals results consistent with the breast cancer

genomics literature as well as novel biomarkers and clusters to investigate further. First,

however, notice from the top right panel of Figure 2 that the estimated network closely

follows a power law in the number of nodes at each node degree, and thus appears to be

a scale-free network. Many biological networks, such as gene expression networks, protein-

protein interaction networks, and metabolic networks, have been observed to be scale-free

(Barabási and Albert, 1999); thus, we can add microRNA expression networks to this list.

Many of the hub microRNAs identified in our llgm such as let-7c, mir-10b, and mir-375

have been previously associated with breast cancer progression and metastasis. For example,
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let-7c has been shown to regulate the breast cancer metastatic (Yu et al., 2007). High

level expression of mir-10b has been observed in triple negative, ER negative, PR negative,

Her2 negative, breast cancer patients (Radojicic et al., 2011). Silencing mir-10b has been

proposed as potential therapeutic target and tested in mouse mammary gland tumor models

(Ma et al., 2010). Blocking mir-375 in ER-positive cancer cells can slow down the cancer

cell growth (de Souza Rocha Simonini et al., 2010). Other hub microRNAs identified in our

llgm are novel biomarkers that need to be validated further for associations in breast cancer.

Consider, for example, mir-379 which forms an edge and is tightly correlated, bottom right

panel of Figure 2, with another hub microRNA, let-7c. There have been no studies on the

functionality of mir-379, but based on its hub status in the llgm and its connections with

other studied microRNAs, we hypothesize that mir-379 is a regulatory microRNA for breast

cancer progression and metastasis.

Our results also indicate interesting sub-network modules related to microRNA clus-

ters and functional regulatory pathways. We identified a large microRNA cluster in the

right, boxed portion of Figure 2 which contains has-mir-516a-1, has-mir-521-1, hsa-mir-522,

has-mir-519a-1, and has-mir-527 from chromosome 19:54251890-54265684 [+]. Many have

established that microRNAs appear in clusters on a single polycistronic transcript (Bentwich

et al., 2005). The expression levels of precursor microRNAs in the same cluster are synchro-

nized and coordinated by similar transcription factors. Mature microRNAs levels, however,

are regulated independently. As sequencing technologies measure mature microRNA levels

and we did not incorporate any outside information such as transcript location, we would

not necessarily expect to find these microRNA clusters. Interestingly, our llgm identifies a

major microRNA cluster, indicating that perhaps these microRNAs are functionally related,

regulating similar biological processes in breast cancer.

Overall, the novel application of our local Log-Linear Graphical Model to understand

breast cancer microRNA networks has yielded results consistent with the known literature

and identified potential biomarkers and pathways for future research.
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4 Discussion

We have developed a novel framework for estimating high-dimensional graphical models with

Poisson distributed data. While we have defined the global Poisson Markov Network, we

have chosen to estimate network structure locally, thus permitting a richer set of depen-

dencies among variables. This is achieved through fitting `1 penalized log-linear models to

select the neighborhood of each node. Through simulations and a microRNA case study,

we have demonstrated the effectiveness of our llgm for estimating network structure from

high-throughput data.

Our work leads to many areas of new methodological work. These include further study-

ing the global LLGM and establishing theoretical properties such as consistent graph recovery

and estimation of model parameters. Also, a joint density defined on all the nodes that does

not severely restrict conditional relationships as in the LLGM would be an important contri-

bution. Extensions of graphical models to encompass other distributions is another direction

for future research.

There are many potential applications of our Poisson graphical model and algorithm.

We have presented a case study on microRNA networks, but clearly llgm will be useful for

constructing gene expression networks from RNA-sequencing data as well. A major con-

sideration when applying our model to sequencing data is proper normalization to ensure

that the samples are (approximately) independently and identically Poisson distributed. In

particular, as our model is parametric, it is sensitive to zero-inflation and overdispersion,

both of which commonly occur with RNA-sequencing data. Thus, it is our strong recom-

mendation to follow the normalization steps described in Section 2.1; that is, to filter out

non-variable genes and adjust for overdispersion. Additionally, our novel application using

undirected graphs to study microRNA networks yields a new method to examine microRNAs

in groups instead of the more common approaches of studying the genomic targets of a single

microRNA. Further work to biologically validate our predicted microRNA biomarkers and

clusters in breast cancer is needed to gain a more complete picture of the regulatory process
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in this disease. Beyond genomics, there are many potential applications of llgm to multi-

variate Poisson distributed data such as that from user-ratings, web site visits, advertising

clicks, bibliometrics, and social networks.

In conclusion, our work developing Log-Linear Graphical Models for high-throughput

sequencing data has many implications and has opened new directions for research both

in the area of high-dimensional graphical models and in the application of these to gene

expression and microRNA expression networks.
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