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Abstract—R-peak detection is crucial in electrocardiogram
(ECG) signal processing as it is the basis of heart rate variability
analysis. The Pan-Tompkins algorithm is the most widely used
QRS complex detector for the monitoring of many cardiac dis-
eases including arrhythmia detection. However, the performance
of the Pan-Tompkins algorithm in detecting the QRS complexes
degrades in low-quality and noisy signals. This article intro-
duces Pan-Tompkins++, an improved Pan-Tompkins algorithm.
A bandpass filter with a passband of 5–18 Hz followed by
an N-point moving average filter has been applied to remove
the noise without discarding the significant signal components.
Pan-Tompkins++ uses three thresholds to distinguish between
R-peaks and noise peaks. Rather than using a generalized
equation, different rules are applied to adjust the thresholds
based on the pattern of the signal for the accurate detection
of R-peaks under significant changes in signal pattern. The
proposed algorithm reduces the False Positive and False Negative
detections, and hence improves the robustness and performance
of Pan-Tompkins algorithm. Pan-Tompkins++ has been tested
on four open source datasets. The experimental results show
noticeable improvement for both R-peak detection and execution
time. We achieve 2.8% and 1.8% reduction in FP and FN,
respectively, and 2.2% increase in F-score on average across
four datasets, with 33% reduction in execution time. We show
specific examples to demonstrate that in situations where the
Pan-Tompkins algorithm fails to identify R-peaks, the proposed
algorithm is found to be effective. The results have also been
contrasted with other well-known R-peak detection algorithms.

Index Terms—R-peak Detection, QRS Complex, Pan-Tompkins
Algorithm, Electrocardiogram (ECG).

I. INTRODUCTION

Cardiovascular diseases are the major cause of mortality
worldwide, with nearly 17.8 million deaths per year. The most
commonly utilized cardiovascular disease diagnostic technique
is the electrocardiogram (ECG). Worldwide, approximately 3
million ECGs are generated every day. As wearable technol-
ogy advances, the number of ECGs generated for examination
only increases. Automated diagnosis techniques are necessary
to analyze ECGs produced by wearable technology and to
lessen the workload for doctors. An electrocardiogram (ECG)
is a visual representation of the electrical signals produced
during a cardiac cycle. It gives details about the rhythm
and morphology of heart rate. Cardiologists utilize ECG to
monitor heart conditions and to detect cardiac illnesses such
as arrhythmias, hyperkalemia, and myocardial infarction. A

large amount of medical information can be obtained by
measuring the amplitudes and durations of the ECG signals.
In order to compute heart rate and detect arrhythmias, R-peak
identification in ECG signal is crucial.

The ECG signal is made up of various waves, including
P-waves, QRS complexes, and T-waves. A QRS complex is a
brief-duration pulse that contains an R-peak with a high am-
plitude. The majority of automatic computer-based solutions
concentrate on identifying QRS complexes [1]. Clinically, the
accurate identification of the QRS complex is essential. Any
deviation from the typical ECG sinus rhythm caused by the
atria and ventricles depolarizing or repolarizing prematurely
or slowly results in a change in the morphology of the QRS,
which is further linked to one or more cardiac disorders [2].

The most common technique for QRS detection in com-
mercial devices is the one proposed by Pan and Tompkins [3].
With accurate clinical ECG signal data, this approach offers
good detection performance. However, low-quality and noisy
signals, as well as ambulatory ECG recordings, reduce the
Pan-Tompkins algorithm’s capacity to detect QRS complexes
[4]. This study analyzes the limitations of the Pan-Tompkins
algorithm. We analyze the False Positives and False Negatives
given by the Pan-Tompkins, identify the causes behind them,
and introduce an efficient algorithm, namely Pan-Tompkins++,
that boosts the performance of the original algorithm.

We applied a bandpass filter with a passband of 5–18 Hz
to remove noise without discarding significant signal compo-
nents. An N-point moving average filter has been applied to
smooth the signal. To further deal with noise, three thresholds
have been used. Instead of adjusting them with a generalized
equation, they are adjusted by different rules based on signal
pattern so that the correct detection of R-peaks is possible even
with a change in the pattern. We tested our proposed algorithm
on four open-source ECG datasets- MIT-BIH Arrhythmia
Dataset, St.-Petersburg Institute of Cardiological Technics 12-
lead Arrhythmia Dataset, European ST-T Dataset, and Com-
puting in Cardiology Challenge 2014 Dataset [5] [6] [7]. We
compare our method with Pan-Tompkins [3], Hamilton [8],
Engzee modified by Lourenco [9] [10], Wavelet Transform
[11], and Two Moving Averages [12].
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II. RELATED WORKS

Over the years, numerous approaches have been proposed to
detect QRS complexes and R peaks. Hamilton [8] used low-
pass and high-pass filtering to remove noise, differentiation
to obtain the QRS slope information, and moving average
filtering to produce information about the width and slope of
the QRS complex. A detection threshold is used to differentiate
beat and noise. Engelse and Zeelenberg [9] suggested a
single scan approach to detect QRS and extract features. In
their approach, a digitally filtered ECG signal is fed via a
differentiator and a low pass filter afterward. The processed
signal’s negative lobes are examined in order to identify the R
peak. They employed fixed thresholds for identifying R peaks.
If the experimented ECG signal involves amplitude changes,
the fixed thresholds have a negative impact on the robustness
of the algorithm. The algorithm was further modified by
Lourenco et al. in 2012 [10]. Instead of fixed thresholds, they
employed adaptive thresholds. Elgendi et al. [12] noted that
the accuracy of any QRS detection system is highly dependent
on the frequency range of the ECG being analyzed. They
introduced a sensitive QRS detection method and evaluated the
effectiveness by employing various frequency bands. Bandpass
filtering, creating possible blocks, and thresholding are the
three key phases of their method. With the help of Stationary
Wavelet Transforms (SWT), Kalidas and Tamil [11] presented
an online QRS detector technique for detecting beats from
single-lead electrocardiogram (ECG) readings in real-time.
The thresholds are initially set based on the first ten seconds
of the ECG signal and then adjusted every three seconds for
speedy adaptation to the variations in heart rate and signal
quality. Silmane and Nait-Ali [13] introduced a QRS complex
detection algorithm based on Empirical Mode Decomposition.
Their approach is made up of multiple phases, including
high-pass filtering, empirical mode decomposition, nonlinear
transformation, and integration, and then a first-order low-pass
filter is used to generate a distinct maximum for every QRS
complex.

Recently some machine learning-based approaches have
been proposed for R-peak detection. Cai and Hu [14] utilized
two multi-dilated convolutional block-based deep learning
models. One model, the CNN, is made up of convolutional
blocks and squeeze-and-excitation networks (SENet). In the
other model (CRNN), a convolutional and recurrent neural
network are combined. Laitala et al. [15] proposed a novel
R-peak identification technique using the Long Short-Term
Memory (LSTM) network.

Although machine learning and Fourier or wavelet-based
techniques can provide promising results, they are computa-
tionally expensive. For real-time heart monitoring applications
using wearable devices, it is important to detect R-peaks
in a computationally inexpensive way. Hence, morphological
analysis-based techniques are most widely used.

III. PROPOSED METHOD

Our proposed algorithm aims to improve the Pan-Tompkins
algorithm. Therefore, we discuss the algorithm briefly first.

A. Pan-Tompkins Algorithm

Typically, the Pan-Tompkins algorithm is employed for
detecting QRS complexes in real-time. To locate the R-peaks
in QRS complexes, this approach makes use of the slope, am-
plitude, and width of an integrated window [3]. The two phases
of the algorithm are pre-processing and decision-making. Pre-
processing involves noise elimination, signal smoothing, and
enhancing width and QRS slope. The signal goes through a
digital bandpass filter, which is made up of cascading high-
pass and low-pass filters. The signal is then differentiated in
order to examine the information about the QRS complex
slope. This is done by a five-point derivative with the following
transfer function:

H(z) = (1/8T )(−z−2 − 2z−1 + 2z1 + z2) (1)

In the derivative procedure, the low-frequency P- and T-
waves are suppressed to gain the high-frequency signals ex-
isting in the steeper slopes of the QRS complex. The signal
is then squared point by point. This makes every data point
positive and nonlinearly amplifies the derivative’s output to
emphasize higher frequencies. This lessens the typical larger T-
wave amplitudes that can lead to false detection. The Moving
Window Integration (MWI) is applied to extract information
from the waveform feature, with the R wave slope taken into
account. It is calculated by the following equation:

(2)y(nT ) = (1/N)[x(nT − (N − 1)T )

+ x(nT − (N − 2)T ) + ...+ x(nT )]

where, N is the number of samples within the integration
window’s width.

The determination of the width of the moving window
is important. If the window is too large, the QRS and T
complexes will be merged in the integration waveform. If it is
too small, some QRS complexes will generate several peaks
in the integration waveform. A window width of 150ms has
been used as it is found to be efficient.

The decision-making phase is carried out to determine
whether or not the MWI result is a QRS complex. To guarantee
that the proper peak was picked, two thresholds are applied.
The first examination of the signal is conducted using the
higher of the two thresholds (Threshold1). If no QRS is found
within a predetermined window of time, the lower threshold
(Threshold2) is applied, necessitating the deployment of a
search-back approach to search backward in time for the QRS
complex. The thresholds are adjusted to optimize the identifi-
cation of the QRS complex. The thresholds are computed as
per the following equations:

SPK = 0.125 PEAK + 0.875 SPK (3)

NPK = 0.125 PEAK + 0.875 NPK (4)

Threshold1 = NPK + 0.25 (SPK −NPK) (5)

Threshold2 = 0.5 Threshold1 (6)



where,
PEAK is the overall peak
SPK is the running estimate of the signal peak
NPK is the running estimate of the noise peak

B. Pan-Tompkins++
The proposed algorithm aims to resolve some particular

limitations of the Pan-Tompkins algorithm. The modifications
have been made in both the pre-possessing and decision-
making steps. We discuss each limitation and the proposed
solution in the following sections.

1) Pre-processing: In reality, ECG signals are frequently
contaminated by many sorts of noise, including baseline wan-
der, power-line interference, muscle artifacts, and electrode
contact noise, making it difficult to conduct a morphological
analysis [16]. The frequency spectrum of the baseline wan-
dering falls within the 0.05–1 Hz region [17]. The power-line
interference is a narrowband noise with a 50/60 Hz frequency
center. Typically, the muscle artifact noise is roughly 10% of
the ECG amplitude with a bandwidth range of 20–1000 Hz.
Previous studies have demonstrated that muscle artifacts can
drastically affect the shapes of local waves as the noise largely
overlaps with the ECG signal in the 0.01-100Hz range [18].

Limitation 1: Loss of significant signal components: In
the Pan-Tompkins algorithm, the low-pass and high-pass filters
are cascaded to achieve around 5–15 Hz passband. However,
some significant ECG signal components are lost.

Proposed solution for limitation 1: We opt to utilize a
bandpass filter with a passband of 5–18 Hz. This preserves
the significant signal components within 15–18 Hz.

Limitation 2: Presence of random noise: Presence of
random noise degrades the performance of the Pan-Tompkins
algorithm.

Proposed solution for limitation 2: An N-point moving av-
erage filter has been used to smooth the squared signal before
it goes through the Moving Window Integration (MWI) step.
A window with a 60ms width has been used. The smoothed
signal is computed in this approach by convolution of the input
signal with a filter kernel. We applied several commonly used
window functions and noted the performance. The functions
that have been tested are Hamming, Kaiser, Blackman, flattop,
Bohman, Gaussian, triangular, and rectangular windows. The
flattop window performed the best of all of them. We select the
flattop window in our algorithm for the smoothing operation.
A window with a flat top minimizes scalloping loss, which
is related to the main lobe’s flatness in the frequency domain
[19]. It is a window with partially negative values. The flattop
window is defined as follows in the time domain:
ω(n) = a0−a1cos(ψ)+a2cos(2ψ)−a3cos(3ψ)+a4cos(4ψ)

(7)

where,

ψ =
(2nπ)

N
N = Number of samples within the width of the window
function

a0 = 0.2155789; a1 = 0.4166316; a2 = 0.27726316;

a3 = 0.08357895; a4 = 0.00694737

Figure 1 shows that the squared signal still contains some

Fig. 1. Presence of random noise and effectiveness of the moving average
filter.

random noise. Unusual high magnitudes are frequently visible
as a result (Figure 1: Pan-Tompkins). The random noise is
eliminated during the smoothing operation (Figure 1: Pan-
Tompkins++).

2) Decision Making: We use two sets of thresholds
(Threshold1 and Threshold2) that are adjusted during ev-
ery examination for an R-peak and one additional threshold
(Threshold3) that is only calculated while searching for a
missing R-peak. We apply one set of thresholds on the filtered
signal given by the bandpass filter and the other one on the
signal after differentiation, smoothing, and moving window
integration operations.

We select all the peaks that are at least 231ms apart from
each other. Hence, we allow a maximum heart rate of 260 bpm
(beats per minute). Thereafter, we classify each peak as a noise
peak or an R-peak. To qualify as an R-peak, the peak must
exceed the higher threshold (Threshold1) as the signal is first
examined or the lower threshold (Threshold2) if search-back
is necessary to locate the QRS.

The thresholds are initialized by the following equations:

Threshold1 =MAXF/3 (8)

Threshold2 = 0.5 MEANF (9)

SPK = Threshold1 (10)

NPK = Threshold2 (11)

where,
MAXF is the maximum amplitude in the first 2s interval

of the signal
MEANF is the average amplitude in the first 2s interval

of the signal
SPK is the running estimate of the signal peak



NPK is the running estimate of the noise peak
We define two rules (Rule − 1 and Rule − 2) for the

adjustment of SPK and NPK to accurately identify R-peaks
under significant changes in the signal pattern. Rule − 1 is
exactly the same as the Pan-Tompkins algorithm (eqs. 3 and
4). Rule− 2 is defined as follows:

SPK = 0.75 PEAK + 0.25 SPK (12)

NPK = 0.75 PEAK + 0.25 NPK (13)

The thresholds are adjusted after each examination for an
R-peak. Threshold1 is adjusted in the same way as Pan-
Tompkins does (eq. 5), but Threshold2 is adjusted as:

Threshold2 = 0.4 Threshold1 (14)

Limitation 3: Skipping low amplitude R-peaks: In the Pan-
Tompkins algorithm, the lower threshold is calculated as half
of the higher threshold. That is still a large value. Because of
the large value of the lower threshold, we see many missing
beats.

Proposed solution for limitation 3: We adjust the lower
threshold by multiplying the higher threshold by 0.4 (eq.
14). Figure 2 shows that, the Pan-Tompkins algorithm cannot
detect the R-peaks (marked with a rectangular box) with lower
amplitude. The modified adjustment of the lower threshold
resolves this.

Fig. 2. Missing low amplitude R-peaks by Pan-Tompkins (highlighted by
black rectangles) and effect of proposed solution.

Limitation 4: False beat detection after a real beat:
The Pan-Tompkins algorithm occasionally identifies R-peaks
that are very close to one another. They are very often False
Positives.

Proposed solution for limitation 4: RR-interval averages
are maintained throughout the examination. This is the mean
RR-interval of the eight most recent beats. When the current
RR-interval is less than 360ms or it is less than half of the
current RR-interval average, an assessment is done to deter-
mine whether the current QRS complex has been accurately

diagnosed or whether it is actually a T-wave. This is done
to avoid the False Positives. The RR-interval check is added
as the Pan-Tompkins algorithm occasionally picks up false
beats close to a real beat. The mean slope is calculated over
the preceding 70ms window of both the current peak and
the most recent detected R-peak. If the slope that occurs
during the current waveform is less than 60 percent of that
of the preceding QRS waveform, it is classified as a T-
wave; otherwise, it is a QRS complex. If a QRS complex
is found, the SPK and NPK are adjusted using Rule − 1
(eqs. 3 and 4). This avoids the false beats detected by the
Pan-Tompkins algorithm. Figure 3 demonstrates how the Pan-
Tompkins algorithm may identify false beats (marked with a
black rectangle) that appear just after (within 360ms) the actual
beats. The proposed algorithm is able to resolve that issue.

Fig. 3. False R-peaks within the 360ms window of a beat (highlighted
by black rectangles) by Pan-Tompkins and proposed solution by Pan-
Tompkins++.

Limitation 5: No R-peak in a long period of time: The
Pan-Tompkins algorithm occasionally fails to detect R-peaks
for a long period of time. Most of the time, it happens when
there is a change in the signal pattern. Figure 4 shows the False
Negatives given by the Pan-Tompkins algorithm in a defined
interval. It ignores several actual R-peaks (marked with a black
rectangle) as it does not take the nearby pattern into account.

Proposed solution for limitation 5: Our proposed algo-
rithm minimizes the False Negatives by searching back in a
predefined interval. If a QRS complex is not found during
a defined interval (166 percent of the current RR-interval
average or 1s window after the most recent detected QRS
complex) a search-back operation is conducted to find if there
is any missing QRS complex over that duration. Threshold3
is calculated as:

Threshold3 = 0.5 Threshold2 + 0.5 MEANSB (15)

where, MEANSB is a window with the preceding 3 QRS
complexes and the following 3 peaks.

The search-back operation scans the window, starting after
360ms of the most recent R-peak up to the current peak, to



find the probable missing R-peak. If the maximal point in
that window is greater than Threshold3, it is classified as
an R-peak. When the QRS complex is found using the third
threshold, the SPK and NPK are adjusted using Rule − 2
(eqs. 12 and 13).

Fig. 4. Missing R-peaks in the defined interval (highlighted by black
rectangles) and effect of proposed solution.

Fig. 5. Missing R-peaks after exceptionally high signal components by Pan-
Tompkins and proposed solution. This is a zoomed out version of the signal
to show the effect on an entire 600s ECG signal. The entire “red bar” in Pan-
Tompkins++ represents many R-peaks that were missed by Pan-Tompkins.

Limitation 6: No R-peak after an exceptionally high R-
peak: The Pan-Tompkins algorithm struggles when it finds a
signal component that is exceptionally high in comparison to
the regular pattern. As the threshold adjustment is partially de-
pendent on the current peak, the thresholds become quite high
and the algorithm fails to detect QRS complexes afterward.
Figure 5 illustrates such a scenario.

Proposed solution for limitation 6: Our proposed algo-
rithm provides a solution to this problem. If a QRS complex
is not found during recent 1.4s, the probability of a missing
QRS complex is quite high. When such an event occurs, the

algorithm searches the window, starting after 360ms of the
most recent R-peak up to the current peak, for the likely
missing R-peak. An R-peak is determined as the maximum
point in that window that is greater than 20 percent of the
second threshold. When the QRS complex is found using this
condition, the SPK and NPK are adjusted using Rule − 2
(eqs. 12 and 13). Figure 5 shows that after encountering an
exceptionally high signal component, Pan-Tompkins fails to
detect R-peaks for a long period of time until it finds another
exceptionally high R-peak. Pan-Tompkins could not detect
any R-peaks in the duration of 41s–385s and in the duration
of 387s–600s. But Pan-Tompkins++ successfully identifies R-
peaks in that scenario.

The Pseudo-code of the Pan-Tompkins++ algorithm is pre-
sented in Table I.

TABLE I
PSEUDO-CODE OF THE PAN-TOMPKINS++ ALGORITHM

Preprocessing Phase
Apply a bandpass filter with a passband of 5–18 Hz to

remove the noise in ECG
Differentiate the signal
Perform point by point squaring
Smooth the signal using a 60ms wide flattop window

function
Apply moving window integration with a 150ms wide

window to extract waveform feature information
Decision Phase
Select all the peaks that are at least 231ms apart from

each other
Initialize the thresholds
for each Peak:

if Peak>Threshold1:
Classify it as R-peak
Adjust SPK and NPK using Rule-1

if number of detected beats>8:
Calculate the Mean RR-interval of the eight most

recent beats
Calculate current RR-interval
if RR-interval<360ms or RR-interval<0.5 *
Mean RR-interval:

Classify it as T-wave or QRS complex based on
slope

Adjust SPK and NPK using Rule-1, if QRS complex
found

else if RR-interval>1s or RR-interval >1.66 * Mean
RR-interval:
Threshold3=0.5 * Threshold2 + 0.5 * MEANSB
if Peak>Threshold3:

Classify it as R-peak
Adjust SPK and NPK using Rule-2

else if RR-interval>1.4s:
if Peak>0.2 * Threshold2

Classify it as R-peak
Adjust SPK and NPK using Rule-2

Threshold1 = NPK + 0.25 (SPK-NPK)
Threshold2 =0.4 * Threshold1

IV. EXPERIMENTAL RESULTS

The proposed Pan-Tompkins++ algorithm has been tested
on four open-source ECG datasets. The performance of the
proposed algorithm has been compared with the Pan-Tompkins
algorithm as well as four other popular algorithms. The
tolerance window (maximum offset from the annotation for



a detected R-peak to be considered correct) is set at 100ms
throughout the evaluation.

Although some recent machine learning and transform-
based algorithms report results on some of these datasets,
they use a reduced set of records [20] [21] or a different
tolerance window size [22] [23]. The slow execution time
and high computational requirement for training is likely the
reason for using a reduced set of records. We only compare
with signal processing-based algorithms, since they are still
the most practical and widely utilized across the healthcare
industry.

1) Evaluation Metrics: The performance of the proposed
algorithm has been evaluated by the standard evaluation met-
rics, such as Positive Predictive Value (PPV), Sensitivity, F-
score, and Execution Time. The equations for measuring these
metrics are stated below.

PPV =

∑n
i=1 TPi∑n

i=1 TPi + FPi

Sensitivity =

∑n
i=1 TPi∑n

i=1 TPi + FNi

F − Score =
2× PPV × Sensitivity

PPV + Sensitivity

TP , FP , FN , and n are True Positive, False Positive, False
Negative, and total records, respectively.

TABLE II
PERFORMANCE COMPARISON BETWEEN THE PROPOSED

PAN-TOMPKINS++ ALGORITHM AND SELECTED R-PEAK DETECTION
ALGORITHMS ON MIT-BIH ARRHYTHMIA DATASET

MIT-BIH Arrhythmia Dataset (II)
FP
(%)

FN
(%)

PPV
(%)

Sensiti-
vity(%)

F-
score(%)

Execution
Time(s)

Pan-
Tompkins++

0.38 0.51 99.60 99.47 99.54 47

Pan-Tompkins
[3]

0.83 0.81 99.15 99.17 99.16 72

Hamilton [8] 0.57 1.48 99.41 98.48 98.94 197
Modified En-
gzee [9] [10]

1.10 2.95 98.84 96.97 97.90 289

Wavelet
Transform
[11]

1.15 1.73 98.81 98.22 98.51 321

Two Moving
Averages [12]

3.54 2.11 96.41 97.83 97.12 714

MIT-BIH Arrhythmia Dataset (V5)
Pan-
Tompkins++

4.16 4.52 95.71 95.35 95.53 52

Pan-Tompkins
[3]

6.58 7.34 93.81 92.44 92.81 131

Hamilton [8] 5.76 8.33 93.91 91.43 92.65 114
Modified En-
gzee [9] [10]

4.31 5.60 95.50 94.24 94.87 289

Wavelet
Transform
[11]

4.33 11.03 95.22 88.65 91.82 241

Two Moving
Averages [12]

10.43 7.89 89.54 91.88 90.69 583

The MIT-BIH Arrhythmia Dataset has 48 half-hour excerpts
of two-channel (II, V5) ambulatory ECG recordings. The
recordings are from 47 subjects taken by the BIH Arrhyth-
mia Laboratory between 1975 and 1979. For both channels,
our proposed algorithm outperforms all the other algorithms
(Table II). The Pan-Tompkins++ yields the best outcomes
for all performance matrices. In addition to improving Pan-
Tompkins’ R-peak detection accuracy, the proposed algorithm
greatly reduces the execution time. A significant performance
improvement is observed from the Pan-Tompkins algorithm
for channel-V5. Several false beats are detected by the Pan-
Tompkins algorithm within a very short period of time from
the actual beats in ECG records 101, 102, 104, 105, 106, 203,
209, and 210. Pan-Tompkins++ avoids most of them because
it distinguishes between the T-wave and QRS complex based
on the slope information when it finds any peak within 360ms
or within 50% of the mean RR-interval from the true R-peak.

The St.-Petersburg Institute of Cardiological Technics 12-
lead Arrhythmia Dataset has 75 annotated recordings that were
taken from 32 Holter records. Each record is 30 minutes
long and has 12 standard leads. Among the 12 leads, three
(I, AVR, V2) have been chosen for investigation. Table III
shows the results given by the algorithms for the records
from three leads. It is clear that the Pan-Tompkins++ has a
higher performance than the classical methods for all three
lead recordings. For lead-I, the PPV, sensitivity, and F-score
increase notably with a comparison of the Pan-Tompkins
algorithm while the execution time decreases drastically from
189s to 94s. Overall, a performance improvement is noticed
for lead-V2 except for the sensitivity, which drops by 0.01%.

The European ST-T Dataset consists of 90 two hour anno-
tated records of two-channel (III, V4) from 79 subjects. The
first 40 minutes of each record have been taken for evaluation
as it would take a long time to evaluate the entire record.
From the Pan-Tompkins algorithm, a major improvement is
observed with the proposed algorithm for records from both of
the channels (Table IV). For lead-III, the PPV, sensitivity, and
F-score increase by 5.29, 5.52, and 5.4 percent, respectively. In
records 116, 119, 205, 206, 405, 602, 605, 611, 613, and 817,
the Pan-Tompkins algorithm fails to detect R-peaks when the
signal changes its usual pattern. Pan-Tompkins++ detects those
R-peaks as it considers the preceding and following signal
components from the current position.

The Computing in Cardiology Challenge 2014 Dataset
consists of 100 ten-minute annotated recordings from lead II.
Here, all the algorithms perform poorly when compared to
the other datasets. However, Pan-Tompkins++ outperforms all
the other algorithms by a significant margin (Table V). There
are some R-peaks with exceptionally high magnitude found
in records 1028, 1522, 1683, 1715, 1804, 2201, 2203, 2370,
and 2664. The Pan-Tompkins algorithm could not detect true
R-peaks for a long period of time after those high R-peaks
as the thresholds became high. Pan-Tompkins++ successfully
detects those true R-peaks because it compares peaks with a
reduced threshold when there is no R-peak detected in recent
1.4s. The improvement over the Pan-Tompkins algorithm is



TABLE III
PERFORMANCE COMPARISON BETWEEN THE PROPOSED

PAN-TOMPKINS++ ALGORITHM AND SELECTED R-PEAK DETECTION
ALGORITHMS ON ST.-PETERSBURG INSTITUTE OF CARDIOLOGICAL

TECHNICS 12-LEAD ARRHYTHMIA DATASET

St.-Petersburg Institute of Cardiological Technics 12-lead
Arrhythmia Dataset (I)

FP
(%)

FN
(%)

PPV
(%)

Sensiti-
vity(%)

F-
score(%)

Execution
Time(s)

Pan-
Tompkins++

3.91 4.11 96.08 95.89 95.98 94

Pan-Tompkins
[3]

7.11 6.33 92.95 93.67 93.31 189

Hamilton [8] 5.76 8.77 94.06 91.23 92.63 198
Modified En-
gzee [9] [10]

4.66 8.66 95.15 91.34 93.20 324

Wavelet
Transform
[11]

8.28 16.0 91.03 84.00 87.37 272

Two Moving
Averages [12]

7.29 6.51 92.76 93.49 93.13 627

St.-Petersburg Institute of Cardiological Technics 12-lead
Arrhythmia Dataset (AVR)

Pan-
Tompkins++

0.80 0.89 99.20 99.11 99.15 75

Pan-Tompkins
[3]

1.68 0.62 98.34 99.38 98.86 99

Hamilton [8] 1.48 2.50 98.50 97.50 98.00 171
Modified En-
gzee [9] [10]

1.56 12.19 98.25 87.81 92.74 329

Wavelet
Transform
[11]

2.11 6.45 97.62 93.54 95.62 278

Two Moving
Averages [12]

3.39 2.37 96.65 97.63 97.13 555

St.-Petersburg Institute of Cardiological Technics 12-lead
Arrhythmia Dataset (V2)

Pan-
Tompkins++

0.12 0.33 99.88 99.67 99.77 76

Pan-Tompkins
[3]

0.23 0.32 99.76 99.68 99.72 96

Hamilton [8] 0.38 1.07 99.62 98.93 99.27 214
Modified En-
gzee [9] [10]

0.27 2.25 99.73 97.75 98.73 331

Wavelet
Transform
[11]

0.46 1.06 99.54 98.93 99.24 273

Two Moving
Averages [12]

1.40 0.94 98.60 99.06 98.83 543

notable for PPV and execution time.
Figure 6 illustrates a situation where Pan-Tompkins++

(PT++) effectively detects the true R-peaks while all the
other algorithms fail. Hamilton (Ham), Modified Engzee (ME),
Wavelet Transform (WT), and Two Moving Averages (TMA)
algorithms detect false R-peaks (blue x) as they find sharp
transitions apart from the true QRS complex. Pan-Tompkins
(PT) identifies both false (blue x) and true (red circle) R-peaks.
Pan-Tompkins++ (PT++) successfully detects only the real R-
peaks (red circle) as it compares the morphology of the current
candidate QRS complex with that of the most recent detected
beat over a 70ms window, and there is a 231ms refractory
period once a valid QRS complex is found.

Pan-Tompkins++ outperforms all the selected classical al-

TABLE IV
PERFORMANCE COMPARISON BETWEEN THE PROPOSED

PAN-TOMPKINS++ ALGORITHM AND SELECTED R-PEAK DETECTION
ALGORITHMS ON EUROPEAN ST-T DATASET

European ST-T Dataset (V4)
FP
(%)

FN
(%)

PPV
(%)

Sensiti-
vity(%)

F-
score(%)

Execution
Time(s)

Pan-
Tompkins++

2.44 2.58 97.56 97.42 97.49 129

Pan-Tompkins
[3]

6.07 4.14 94.04 95.86 94.94 145

Hamilton [8] 4.56 4.99 95.42 95.01 95.21 341
Modified En-
gzee [9] [10]

3.39 4.39 96.57 95.61 96.09 557

Wavelet
Transform
[11]

3.24 3.51 96.75 96.49 96.62 482

Two Moving
Averages [12]

5.84 4.05 94.26 95.95 95.10 942

European ST-T Dataset (III)
Pan-
Tompkins++

1.59 1.02 98.42 98.98 98.70 138

Pan-Tompkins
[3]

6.89 6.54 93.13 93.46 93.30 141

Hamilton [8] 3.60 3.95 96.38 96.05 96.21 319
Modified En-
gzee [9] [10]

4.13 4.71 95.84 95.29 95.57 565

Wavelet
Transform
[11]

4.14 5.70 95.79 94.30 95.04 471

Two Moving
Averages [12]

5.12 3.71 94.95 96.29 95.62 893

gorithms for each of the four datasets. There is a significant
reduction in execution time, which makes the algorithm more
suitable for real-time heart monitoring applications. One of
the reasons for the reduction of execution time is that there
is a 231ms refractory period following the identification of
a valid QRS complex before the next one can be found, as
we allow a maximum heart rate of 260 bpm. It is 200ms in
the Pan-Tompkins algorithm. Moreover, in the Pan-Tompkins
algorithm, the thresholds are adjusted whenever the current
RR-interval is less than 92% or greater than 116% of the mean
RR-interval. This adjustment has been removed as there was
no improvement found with it.

It is important to note that although the performance of these
algorithms seem high, there is still room for improvement,
even for Pan-Tompkins++. Even a small number of false or
missed detections can result in misdiagnosis or cardiac events
with catastrophic consequences.

V. CONCLUSION

In this paper, we presented Pan-Tompkins++, inspired by the
Pan-Tompkins algorithm, for better R-peak detection in ECG.
The preprocessing and thresholding approaches were chosen
to enhance true R-peak detection. This would do away with
the requirement for a separate filtering function altogether.
The proposed algorithm greatly improves the performance of
the Pan-Tompkins algorithm. It effectively reduces the False
Positives and False Negatives given by the Pan-Tompkins



TABLE V
PERFORMANCE COMPARISON BETWEEN THE PROPOSED

PAN-TOMPKINS++ ALGORITHM AND SELECTED R-PEAK DETECTION
ALGORITHMS ON COMPUTING IN CARDIOLOGY CHALLENGE 2014

DATASET

Computing in Cardiology Challenge 2014 Dataset
FP
(%)

FN
(%)

PPV
(%)

Sensiti-
vity(%)

F-
score(%)

Execution
Time(s)

Pan-
Tompkins++

18.97 17.64 81.28 82.36 81.81 49

Pan-Tompkins
[3]

25.01 19.74 76.24 80.26 78.20 82

Hamilton [8] 25.37 27.56 74.07 72.44 73.24 131
Modified En-
gzee [9] [10]

25.39 23.11 75.18 76.89 76.02 187

Wavelet
Transform
[11]

23.89 34.88 73.16 65.12 68.91 134

Two Moving
Averages [12]

25.09 20.27 76.07 79.73 77.86 265

Fig. 6. Successful R-peak detection by Pan-Tompkins++ where others fail.
blue x- false positive, red circle - true positive.

algorithm and thus lessens the algorithm’s drawbacks. Addi-
tionally, it significantly cuts down on execution time, making
it better suited for real-time cardiac monitoring applications.
Obtained results using ECGs from four open source datasets
as evaluation sets demonstrate that more noteworthy perfor-
mances are found in comparison with selected well-known
algorithms. In our future work, we intend to further validate
the suggested algorithm with real-life ECG data.

ACKNOWLEDGMENT

The authors acknowledge funding from Myant Inc. through
the Mitacs Canada Accelerate program.

REFERENCES

[1] A. Rizwan, P. Priyanga, E. H. Abualsauod, S. N. Zafrullah, S. H.
Serbaya, and A. Halifa, “A machine learning approach for the detection
of qrs complexes in electrocardiogram (ecg) using discrete wavelet trans-
form (dwt) algorithm,” Computational Intelligence and Neuroscience,
vol. 2022, 2022.

[2] V. Gupta, M. Mittal, V. Mittal, and N. K. Saxena, “Bp signal analysis
using emerging techniques and its validation using ecg signal,” Sensing
and Imaging, vol. 22, no. 1, pp. 1–19, 2021.

[3] J. Pan and W. J. Tompkins, “A real-time qrs detection algorithm,” IEEE
transactions on biomedical engineering, no. 3, pp. 230–236, 1985.

[4] M. Fariha, R. Ikeura, S. Hayakawa, and S. Tsutsumi, “Analysis of pan-
tompkins algorithm performance with noisy ecg signals,” in Journal of
Physics: Conference Series, vol. 1532, no. 1. IOP Publishing, 2020, p.
012022.

[5] A. L. Goldberger, L. A. Amaral, L. Glass, J. M. Hausdorff, P. C.
Ivanov, R. G. Mark, J. E. Mietus, G. B. Moody, C.-K. Peng, and H. E.
Stanley, “Physiobank, physiotoolkit, and physionet: components of a
new research resource for complex physiologic signals,” circulation, vol.
101, no. 23, pp. e215–e220, 2000.

[6] G. B. Moody and R. G. Mark, “The impact of the mit-bih arrhyth-
mia database,” IEEE Engineering in Medicine and Biology Magazine,
vol. 20, no. 3, pp. 45–50, 2001.

[7] A. Taddei, G. Distante, M. Emdin, P. Pisani, G. Moody, C. Zeelenberg,
and C. Marchesi, “The european st-t database: standard for evaluating
systems for the analysis of st-t changes in ambulatory electrocardiogra-
phy,” European heart journal, vol. 13, no. 9, pp. 1164–1172, 1992.

[8] P. Hamilton, “Open source ecg analysis,” in Computers in cardiology.
IEEE, 2002, pp. 101–104.

[9] W. A. Engelse and C. Zeelenberg, “A single scan algorithm for qrs-
detection and feature extraction,” Computers in cardiology, vol. 6, no.
1979, pp. 37–42, 1979.

[10] A. Lourenço, H. Silva, P. Leite, R. Lourenço, and A. L. Fred, “Real
time electrocardiogram segmentation for finger based ecg biometrics.”
in Biosignals, 2012, pp. 49–54.

[11] V. Kalidas and L. Tamil, “Real-time qrs detector using stationary wavelet
transform for automated ecg analysis,” in 2017 IEEE 17th International
Conference on Bioinformatics and Bioengineering (BIBE). IEEE, 2017,
pp. 457–461.

[12] M. Elgendi, M. Jonkman, and F. De Boer, “Frequency bands effects on
qrs detection.” Biosignals, vol. 2003, p. 2002, 2010.

[13] Z.-E. H. Slimane and A. Naı̈t-Ali, “Qrs complex detection using
empirical mode decomposition,” Digital signal processing, vol. 20, no. 4,
pp. 1221–1228, 2010.

[14] W. Cai and D. Hu, “Qrs complex detection using novel deep learning
neural networks,” IEEE Access, vol. 8, pp. 97 082–97 089, 2020.
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