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Abstract—Electronic Health Records (EHRs) exhibit a high
amount of missing data due to variations of patient conditions
and treatment needs. Imputation of missing values has been con-
sidered an effective approach to deal with this challenge. Existing
work separates imputation method and prediction model as two
independent parts of an EHR-based machine learning system.
We propose an integrated end-to-end approach by utilizing a
Compound Density Network (CDNet) that allows the imputation
method and prediction model to be tuned together within a single
framework. CDNet consists of a Gated recurrent unit (GRU), a
Mixture Density Network (MDN), and a Regularized Attention
Network (RAN). The GRU is used as a latent variable model to
model EHR data. The MDN is designed to sample latent variables
generated by GRU. The RAN serves as a regularizer for less
reliable imputed values. The architecture of CDNet enables GRU
and MDN to iteratively leverage the output of each other to
impute missing values, leading to a more accurate and robust
prediction. We validate CDNet on the mortality prediction task
on the MIMIC-III dataset. Our model outperforms state-of-the-
art models by significant margins. We also empirically show that
regularizing imputed values is a key factor for superior prediction
performance. Analysis of prediction uncertainty shows that our
model can capture both aleatoric and epistemic uncertainties,
which offers model users a better understanding of the model
results.

Index Terms—Electronic Health Records, missing data impu-
tation, model uncertainty, machine learning, data mining.

I. INTRODUCTION

The immense accumulation of Electronic Health Records
(EHRs) provides an unprecedented opportunity to develop
accurate, meaningful, and reliable outcome prediction models
(LT3

However, health data in EHRs present a high degree of
irregularity, due to variations of patient conditions and treat-
ment needs. One of the notable issues is missing values,
which makes accurate and reliable predictions challenging. We
present an example of a patient’s records from the MIMIC-
IIT dataset [4] in Fig. 1. The physician conducts/prescribes
the necessary lab tests each time a patient is seen. Different
physiological variables (e.g., heart rate, glucose) are examined
at different times depending on the patient’s symptoms [5].
When certain symptom disappears, corresponding variables
are no longer examined. This results in missing values.

Machine learning algorithms have brought revolutionary
changes in a wide variety of fields, such as computer vision
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Fig. 1. An example of a patient’s clinical records.

[6]], machine translation [7]], and computational biology [8].
Machine learning algorithms build models based on a large
amount of sample data, known as training data. The prediction
performance of machine learning models will suffer if the
training dataset has a large number of missing values. A simple
solution is to remove the observations that have missing data.
This, however, is not applicable to EHR data, as it means
valuable information is discarded. A better strategy would be
to impute missing values. Several methods currently exist for
the imputation of missing values, such as Multiple Imputa-
tion, Expectation-Maximization, Nearest Neighbor and Hot
Deck methods. These methods rely on variable correlations
to impute missing values. Previous studies of [9]—[11] have
demonstrated the effectiveness of these methods on EHR data.

Existing work usually separates imputation method and
prediction model as two independent parts of an EHR-based
machine learning system. After imputing missing values, the
complete EHR data matrix is fed into existing machine learn-
ing models to make risk predictions. For example, machine
learning models can be used to predict in-hospital mortality,
decompensation, length-of-stay, and phenotype classification
(12f], (13

However, with an EHR dataset, caution must be taken, as
the missing values are likely attributed to patient symptoms
(as mentioned earlier). For this reason, the imputation method
and prediction model should be tuned together within a single
framework rather than separated as two parts. By doing so,
the prediction model is able to deal with the missing values in
EHR data effectively. A recent study by [[14] developed a deep
prediction model named GRU-D to address this problem. The
overall structure of GRU-D is built upon Gated recurrent units



(GRU) [15]. The GRU-D mainly incorporates the empirical
mean value and the previous observation to impute missing
values. Despite its efficacy, the GRU-D suffers from notable
methodological weaknesses. The empirical mean value might
be biased due to the diversity of patient data, hence lacking
reliability. Utilizing less reliable imputed values as part of
the input is equivalent to introducing noise/error into the
input. This inevitably introduces a high degree of aleatoric
uncertainty into the dataset (e.g., imputation error). Most of
the existing machine learning models are sensitive to aleatoric
uncertainty, that is, a few small variations in the inputs may
lead to significant changes in model outputs. This might lead
to biased prediction due to the cumulative effect of imputation
errors.

Uncertainty quantification has a pivotal role in model opti-
mization [16]]. Uncertainty quantification allows researchers to
know how confident they can be with the prediction results,
which is essential to building trust in prediction models. In
contrast, it is often less trustworthy when prediction results
are presented without uncertainty quantification. There are
two main types of uncertainties: epistemic and aleatoric [17].
Epistemic uncertainty indicates what the model does not know.
It is attributed to inadequate knowledge of the model. This
is the uncertainty that can be reduced by having more data.
Aleatoric uncertainty is the inherent uncertainty that is part of
the data generating process, such as sensor noise, record error,
or missing value. This variability cannot be reduced by having
more data. Current studies have used these two uncertainties
as indicators of the reliability of the method [_2], [[18]].

The study by [19] investigated the differential impact of
aleatoric uncertainty and epistemic uncertainty on computer
vision tasks. The approach taken in this study is a mixed
methodology based on Bayesian theory and deep neural net-
works, known as Bayesian neural networks (BNNs). The core
idea of BNNs is to replace the deterministic network’s weight
parameters with their probability distributions and, instead of
optimizing the network weights directly, use the average of all
possible weights. However, the inference of BNNs remains a
major challenge and incurs a huge computational cost [20].
To address the issue, many variational inference techniques
are proposed, such as stochastic variational inference [21]]
and sampling-based variational inference [22], which have
achieved promising performance in many prediction tasks
[23]], [24]. Despite their efficacy, these methods still impose a
tremendous burden on computational costs.

One well-known study that is often cited in research on
Bayesian inference approximation is that of [25]], which found
that the use of dropout in deep neural networks could be
regarded as an approximate Gaussian process. Their theoretical
framework employs a dropout layer as a Bayesian inference
approximation before every weight layer. The use of dropout
as a Bayesian approximation is currently the most popular
method for providing epistemic uncertainty estimation due to
its low computation cost and high efficiency. Despite this, the
use of dropout requires a number of repeated feed-forward
calculations of deep neural networks with randomly sampled

weight parameters. The resulting outputs are used to quantify
the epistemic uncertainty of those deep neural networks.

In this paper, we propose an end-to-end, novel, and robust
prediction model by utilizing a Compound Density Network
(CDNet) that consists of a Gated recurrent unit (GRU), a
Mixture Density Network (MDN), and a Regularized Attention
Network (RAN). The proposed CDNet enables GRU and
MDN to work together by iteratively leveraging the output
of each other to impute missing values. The GRU is used
as a latent variable model to model EHR data. The MDN is
designed to sample latent variables generated by GRU. The
sampling process is equivalent to exploiting the generated
latent variables to model the distribution of imputed features.
The MDN is built from two components: a deep neural
network and a mixture of distributions. We assume the mixture
of distributions comprises multiple Gaussian distributions be-
cause the imputed features are continuous. Specifically, latent
variables are fed into the deep neural network. The deep neural
network then provides the parameters for multiple Gaussian
distributions, including their means, variances, and weights
that can be used to build a Gaussian mixture distribution. The
resulting Gaussian mixture distribution is a multimodal distri-
bution that contributes to the modeling of complex patterns
found in the input.

To enhance the reliability of imputed values and quantify
their uncertainties, the RAN is served as a regularizer for less
reliable imputed values, leading to more robust model outputs.
The core idea behind RAN design is to model the attention
weights as a function of the variance of Gaussian mixture
distribution. When used for regularized learning, it assigns
smaller weights to imputed values with large variance. The
output of RAN is fed into the developed predictor network
to make risk predictions. This involves making an MDN for
predicting the class probability distribution. The modeling
process of the MDN includes learning about the impact of
aleatoric uncertainty and epistemic uncertainty. When used
for quantifying epistemic uncertainty, MDN can be regarded
as a sampling-free method because it does not require re-
peated feed-forward calculations of deep neural networks.
Specifically, the MDN uses a deep neural network to provide
the parameters (i.e., mean and variance) for a mixture of
distributions. When properly trained, we obtain the mean
and the standard deviation, which means we have the entire
class probability distribution (e.g., the risk of death and no
death) and, by extension, the estimate of the aleatoric and
epistemic uncertainty. The resulting predicted class probability
distributions are further used to estimate risk probabilities
(e.g., the probability of death).

We validate CDNet on the mortality prediction task from
a publicly available EHR dataset that has a large number of
missing values in the input. Our model outperforms state-of-
the-art models by significant margins. We also empirically
show that regularizing imputed values is a key step for superior
prediction performance. Analysis of prediction uncertainty
shows that our model can capture both aleatoric and epistemic
uncertainties, which allows model users to gain a better



understanding of the model results.

II. METHODS

We describe the proposed CDNet in this section. We intro-
duce the basic notations of risk prediction tasks first. We then
detail the CDNet architecture. Finally, we present how to use
CDNet for risk prediction tasks.

A. Basic Notations

The EHR data consists of patients’ time-ordered records.
Each patient’s records ensemble can be further categorized
as a patient journey, termed EHR patient journey data in the
following sections. The EHR patient journey data is denoted
by X? = [X{,--- X, , X7 ] € RN*T»  where N is
the number of sequential dynamic features (that occur over
time, e.g., vital signs) and T}, is the number of records. For
simplicity, we drop the p when it is unambiguous in the
following sections.

B. CDNet architecture

1) Learning feature embedding: An essential step before
implementing the proposed components is to learn the embed-
ding of sequential dynamic features. Learning feature embed-
dings is able to help us translate feature spaces. Specifically,
an embedding layer is applied to sequential dynamic features,
generating the corresponding representations. This embedding
layer provides a mapping between sequential dynamic features
and embedding space, allowing GRU to learn the underlying
dynamics of patient journeys via lower-dimensional feature
representations.

Let Z denotes learnable feature vectors, which are used as
prefilled values of the patient journey X. This Z is initialized
from the standard Gaussian distribution. By doing this, the X
is now termed X'. Given an input X’, the embedding layer
can be written as:

Xemb _ Wemb X X/ 4 bemb (])

where X ¢t ¢ RmvXT s the learned sequential dynamic
feature embedding. We™b € Rems XN g a Jearnable parame-
ter, b € R¥msb is a bias, and de.my, is the dimension of the
embedding space.

2) Model components:

a) Gated recurrent units (GRU): The core idea of GRU
is to exploit the degree of missingness of all EHR patient
journeys to impute missing values. Due to patient-specific
symptoms, the degree of missingness of sequential dynamic
features may vary among patient journeys. Based on this
assumption, missing values of one patient journey can be in-
ferred from other EHR patient journeys. The inference process
is achieved by employing GRU [15]. The GRU is currently the
most popular method for generating latent variables from mul-
tivariate time series data. Latent variables are a transformation
of the data points into a continuous lower-dimensional space.
EHR patient journey data is a type of multivariate time series
data with more than one time-dependent feature; each not only
depends on its past values but also has some dependency on

others. These dependencies must be modeled, which are used
for forecasting future values. After training, the employed
GRU is able to generate a series of latent variables derived
from all EHR patient journeys modeling. These latent variables
correspond one-to-one with sequential dynamic features.

GRU is a variant of Recurrent neural networks (RNN) that
modifies the basic RNN’s hidden layer. One advantage of the
GRU is that it avoids the problem of the vanishing gradient
suffered by an RNN. The essential nature of GRU is the gating
of the hidden state. Given input X" € Rém¢ and previous
hidden state H;_; € RY, the current hidden state H; can be
obtained through the following steps.

Specifically, Xf™" and H; ; are fed into a gating mecha-
nism. The gating mechanism, including a reset gate R; and an
update gate Uy, is to decide which of the previous information
will be retained for H;. The objective function of the gating
mechanism can be written as:

Ry =oc(Wg - [Hy_1, XE™] + bR)
Uy =oc(Wy - [Hi_1, XF™] + by)

where Wi € R9X(emvts) and Wy, e RYIX(demvta) gre
learnable parameters. by € RY and by € RY are biases. o
is the sigmoid activation function that is used to normalize
the outputs R; and Uy in [0, 1]. The X™ and the element-
wise multiplication of Hy_; with R; are used to generate an
intermediate Hy. H; is obtained by the element-wise convex
combinations between H; and U;. The formula can be written
as:

)

H; = tanh(Wy - [Ry © Hy_1, Xf™) + hyr)

T 3)
H=U06H_1+(1-U)0oH,

where Wy € R9*(demb+9) i g Jearnable parameter and hy €
RY is a bias. ® denotes the element-wise multiplication.

The generated latent variables { H;}7_; are used as the input
of MDN.

b) Mixture Density Network (MDN): The MDN is de-
signed to sample latent variables generated by GRU. The sam-
pling process is equivalent to exploiting the use of generated
latent variables to model the distribution of imputed features.
The MDN comprises a deep neural network and a mixture
of distributions. Since the imputed features are continuous,
we assume the mixture of distributions comprises multiple
Gaussian distributions. Specifically, latent variables are fed
into the deep neural network. The deep neural network then
provides the parameters for multiple Gaussian distributions,
including their means and variances, as well as weights that
can be used to build a Gaussian mixture distribution. The
Gaussian mixture distribution can be written as:

K
P(Xt|Ht) = Zﬂk : Dk(Xt|Ht)
Pt S
Dy (Xi|Hy) = N (i, Xk)

where k denotes the index of the corresponding mixture
component. There are up to K mixture components (i.e.,
distributions) per output. S denotes the mixing parameter. D is



the corresponding distribution to be mixed. D is a multivariate
Gaussian distribution, where p is the mean vector and Y is the
covariance matrix with o2 on the diagonal and 0 otherwise.

We assume mean ;. and variance o2 of each distribution are
derived from a nonlinear combination of the inputs. A deep
feed-forward network is modified to output the parameters
of the Gaussian mixture distribution. A constraint we must
enforce here is o2 > 0, i.e., the variance of Gaussian must be
positive. This is implemented by employing the Exponential
Linear Unit (ELU) activation with an offset [26]. Since this
can technically be zero, we have added an € to the modified
ELU to ensure stability.

h=ReLUW" . H +b")

B = softmaz(W? - h +b°)

of = ELUW{ -h+0b7) +1+e¢

where all parameters of W are projection matrices and all

parameters of b are bias vectors. € is a constant term (e.g.,

1 x 10~%). B is the mixture weight of each component. We
use the softmax function to keep [ in the probability space.

(The sampling process of MDN) We apply Gaussian noise

€ and variance X to ju; to obtain the predicted EHR patient
journey X.

®)

Xi = i+ V/Zi - £,6~ N (0,1)
K
X=> B X

k=1

(6)

The optimization objective of MDN is to make the predicted
patient journey X as close to the real-valued patient journey
X as possible. The optimization function can be written as:

(7

where MSE(-) denotes the mean squared error. WP ¢
Reemv XN ig a Jearnable projection matrix, which translates
the predicted patient journey X into the embedding space.

c) Regularized Attention Network (RAN): The output of
MDN is a Gaussian mixture distribution. The predicted patient
journey X is obtained from the sampling of Gaussian mixture
distribution. The X includes imputed values, combined with
real-valued values as a complete data matrix that can be
analyzed by our predictor network. However, caution must
be taken with imputed values, as they are inferred from the
real-valued EHR patient journey data and thus are likely to be
less reliable. In response to this issue, the RAN is developed
to enhance the reliability of imputed values and quantify their
uncertainties. The RAN contains an attention layer; its output
is a set of weights. The general idea of the attention layer is to
regularize the weights assigned to different patient journeys.
For example, it assigns smaller weights to less reliable data.

The unreliability scores of real-valued and imputed values
are defined as:

L =MSEWP™ . X, Xmb)

for real valued values

Y ®)
L o2, for imputed values

where 02 = 21| ), - o2 is the mixed variance of Gaussian
mixture distribution that can be used to represent aleatoric
uncertainty describing the unreliability of imputed values.
Since the real-valued values involve no uncertainty, we set
their unreliability scores to zero.

Given the input ¢, the attention layer can be written as:

v = softmax(W,, - (1 —¢)+0b,) )

where W., € RV*¥ s a learnable parameter and b, € R is
a bias.

The weight v is used to regularize the predicted patient
journey X . The formula can be written as:

XBAN — ReLU(Wran(y ® X) +bgan)  (10)

where Wran € RV*N is a learnable parameter and bpan €
RY is a bias. ® denotes the element-wise multiplication.
ReLU(-) is an activation function.

C. Risk Prediction

In order to apply CDNet to risk prediction tasks, a predictor
network is developed, which consists of an attention layer and
an MDN.

The X BAN (the output of RAN) includes enhanced imputed
values, combined with the real-valued patient journey X as a
complete data matrix that can be analyzed by the predictor
network. The complete data matrix is denoted by X Combined
Since X Combined gl takes the form of sequence data, it is
difficult to use as the input of an MDN to obtain prediction
probability distributions. In response to such an issue, the
designed attention layer is used to integrate the X Combined
into a whole representation. The attention layer can be written
as:

7 = softmax(W, - XCombined 4 p )
T
X % j 1D
X Overall — Z 0! XtCombmed
t=1

where W, € RV*N and b, € RN are learnable parameters.
XOverall is the weighted average of sampling a record ac-
cording to its importance.

Instead of predicting a deterministic value for each patient
journey, we predict the class probability distribution and more-
over include aleatoric and epistemic uncertainty estimations.
We model the output of every class as an MDN, generating
three groups of parameters for every class: the mean i, 5, the
variance Y, ;;, and the weights of the mixture 3,. The process
can be formalized as:

zp = ReLU (W} - XJveretl 4 b2)
Bp = softma:r(Wpﬂ “2p + bg)
P ke = W;‘k 2y + bﬁik

or =ELUWS - 2p+b],) +1+¢

(12)

where all parameters of W are projection matrices and all
parameters of b are bias vectors. € is a constant term. p denotes
the index of the corresponding patient journey. There are up to



P patient journeys. k denotes the index of the corresponding
mixture component. There are up to K mixture components.
Bp is the mixture weight for each component of patient p’s
journey. (i, 1, is the predicted value of the k-th component of
patient p’s journey. X, ;. is the variance for each coordinate
012)7,€ representing its aleatoric uncertainty. Note that for the
binary classification task, both the dimensions of u, , and
027 i are set to 2. We use the softmax function to keep 3, in
probability space and use the ELU function again to satisfy
the positiveness constraint of the variance.

We apply Gaussian noise 7 and variance X, to p,  to
obtain the predicted class probability distribution for patient
p’s journey.

/gp,k = HUp,k + Ep,k sn,n N(Oa 1)

K
Up = softmax(z Bp.kc - Up.kc)
k=1

13)

where K is the number of mixture components. ¥, is the
prediction probability. The objective function £’ of the risk
prediction task is the average of cross-entropy:

1 P

L'=—=5> (y, log(Gp) + (1 —yp) " log(1—gp)) (14)
p=1
where P is the number of patient journeys. y,, is the ground-
truth class/label for patient p’s journey.

III. EXPERIMENTS
A. Datasets and Tasks

We conduct the mortality prediction experiments on the
publicly available MIMIC-III dataset [4]]. MIMIC-III is one of
the largest publicly available ICU datasets, comprising 38,597
distinct patients and a total of 53,423 ICU stays. We use
clinical times series data (e.g., heart rate, glucose) as input
[12]. The prediction tasks here are three binary classification
tasks: 1) In-hospital mortality (24 hours after ICU admission):
to evaluate ICU mortality based on the data from the first
24 hours after ICU admission. 2) In-hospital mortality (36
hours after ICU admission): to evaluate ICU mortality based
on the data from the first 36 hours after ICU admission. 3) In-
hospital mortality (48 hours after ICU admission): to evaluate
ICU mortality based on the data from the first 48 hours after
ICU admission. The dataset being used has a high degree
of missingness in the input. E.g., for the mortality prediction
of the first 48 hours after ICU admission, the results of the
statistical analysis of the input are shown in Table 1.

B. Baselines

e Mean: The mean values of variables are used to impute
the missing values.

o K-Nearest Neighbor (KNN): The average values of the
top K most similar collections are used to impute the
missing values.

e MICE: Multiple Imputation by Chained Equations
(MICE) [27]] uses chain equations to create multiple
imputations for variables of different types.

TABLE I
FEATURES FROM MIMIC-III USED IN PREDICTIONS.

Feature Type Missingness (%)
Capillary refill rate categorical 99.78
Diastolic blood pressure continuous 30.90
Fraction inspired oxygen continuous 94.33
Glascow coma scale eye categorical 82.84
Glascow coma scale motor  categorical 81.74
Glascow coma scale total categorical 89.16
Glascow coma scale verbal  categorical 81.72
Glucose continuous 83.04
Heart Rate continuous 27.43
Height continuous 99.77
Mean blood pressure continuous 31.38
Oxygen saturation continuous 26.86
Respiratory rate continuous 26.80
Systolic blood pressure continuous 30.87
Temperature continuous 78.06
Weight continuous 97.89
pH continuous 91.56

o Simple: Simple concatenates the measurement with
masking and time intervals, which are then fed into a
predictor to make risk predictions [14].

« BRNN: Bidirectional-RNN (BRNN) [28] generates the
imputed values for each variable with the last observed
value or the mean values of the same variable. These
generated values are used as initial imputed values for
the complete data matrix, fed into a bidirectional RNN
to predict missing values.

o CATSI: CATSI [29] comprises a context-aware recur-
rent imputation and a cross-variable imputation, which
are used to capture longitudinal information and cross-
variable relations from MTS data. A fusion layer in
CATSI is used to integrate the two imputation outputs
into the final imputations.

o BRITS: BRITS [30] employs a bidirectional RNN to im-
pute missing values first and then exploits these imputed
values to predict the final values.

e GRU-D: GRU-D [14] is described in the introduction
section. GRU-D also utilized a time decay mechanism
to deal with irregular time intervals of medical events
in longitudinal patient records. The time decay mecha-
nism builds upon an implicit assumption that the more
recent events are more important than previous events
on patient-specific risk prediction tasks, hence, taking
a monotonically way to decay the information from
previous time steps for all patients (the previous medical
events).

e GRU-D,_: GRU-D without time decay mechanism.

e CDNet: CDNet with a time decay mechanism [14].

The outputs of Mean, KNN, MICE, Simple, BRNN, and
CATSI are fed into standard GRU to make mortality risk
predictions.

C. Implementation Details & Evaluation Metrics

We perform all the baselines and CDNet with Python v3.9.7.
We employ the following libraries: fancyimpute for KNN and



MICE and PyTorch for the rest of the methods. For each task,
we randomly split the datasets into training, validation, and
testing sets in a 70:15:15 ratio. The validation set is used to
select the best values of parameters. Training and evaluations
were performed on A40 GPU from NVIDIA with 48GB of
memory. We repeat all the methods ten times and report the
average performance.

We use class weight in CrossEntropyLoss for a highly
imbalanced dataset. This is achieved by placing an argument
called *weight’ on the CrossEntropyLoss function (PyTorch).

We assess performance using the area under the receiver
operating characteristic curve (AUROC) and the area under
the precision-recall curve (AUPRC).

D. Comparison with baselines

Table II lists the results of in-hospital mortality prediction
based on the clinical times series data from the first 24, 36,
and 48 hours after ICU admission, respectively. These results
suggest that CDNet significantly and consistently outperforms
other baseline methods. Comparing the two results GRU-D,_
and GRU-D in Table II (24 hours after ICU admission), it can
be seen that the use of the time decay mechanism achieves
a performance improvement in AUROC by 1.86% and in
AUPRC by 1.32%. Interestingly, it can be seen from the data
in Table II that GRU-D,_ outperforms GRU-D in terms of
AUROC by 1.07% (36 hours after ICU admission). In addition,
significant reductions in prediction performance of CDNet_
(CDNet with a time decay mechanism) are observed compared
with CDNet. Taken together, these results suggest that there
is high inconsistency on the effectiveness of the time decay
mechanism.

E. Ablation study

We now proceed to examine the effectiveness of different
components of our CDNet. To this end, we conduct an ablation
study on the datasets. We present two variants of CDNet as:

e CDNet,: CDNet without MDN and RAN.
e CDNetg: CDNet without RAN.

We present the ablation study results in Table II. We find
that CDNetg outperforms CDNet,,. Overall, CDNetg achieved
significant performance improvements in AUPRC. These re-
sults demonstrate the effectiveness of the MDN construction.
According to these results, we can also infer that CDNetg
is more concerned with the balance of classification than
CDNet,,. The superior performance of CDNet than CDNetg
verifies the efficacy of RAN, in achieving performance im-
provements in AUROC and AUPRC.

F. Case study: Regularized Attention Network (RAN) Analysis

Fig. 2 and Fig. 3 present the results of two patient journeys
(two random examples) obtained from the RAN analysis. The
boxes with attention scores are imputed values. The larger
the attention scores, the more reliable the imputed values.
The attention scores ranging from 0.0 ~ 1.0 were calculated
by the RAN. The RAN takes into consideration the entire
patient journey, but the images are understandably truncated

for visibility. We take the first 20 records of the two patient
journeys as an example for detailed discussion. Between Fig. 2
and Fig. 3, there is a significant difference between the degree
of missingness of the two patient journeys. We can observe
that less reliable imputed values are assigned lower weights in
the two patient journeys. These results suggest that RAN not
only can handle the different degrees of missingness of patient
journey data but also has fine-grained robustness at the feature
level of patient journey data.
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Fig. 2. Result of Patient A.
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Fig. 3. Result of Patient B.

G. Case study: Uncertainty Analysis

Fig. 4 shows the results obtained from the epistemic un-
certainty estimation of four patient journeys (four random
examples). Each subgraph contains two predicted probability
distributions of a patient journey, where dodger blue and
dark orange histograms are derived from FFN ensembles and
MDN, respectively. The MDN used here is described in the
subsection Risk Prediction. For MDN, we set the mixture
components to 100 (K = 100). In terms of a patient journey,
these 100 components would produce 100 prediction results,
so that epistemic uncertainty of the prediction model can be
quantified. For FFN ensembles, we replace the MDN with
100 FNNs that have different random seeds. The more the
two discrete distributions (histograms) overlap, the better the
ability of the model to capture epistemic uncertainty. From
the data in Fig. 4, it is apparent that there are many overlaps
between the two discrete distributions in each subgraph. These
results suggest that our method is able to capture epistemic
uncertainty similar to that of FFN ensembles.

Fig. 5 shows the results obtained from the epistemic uncer-
tainty analysis of two patient journeys (two random examples).



TABLE II
PERFORMANCE OF BASELINES AND OUR APPROACHES ON IN-HOSPITAL MORTALITY PREDICTION.

MIMIC-III/Mortality Prediction 24 hours after ICU admission

36 hours after ICU admission 48 hours after ICU admission

Metrics AUROC AUPRC AUROC AUPRC AUROC AUPRC
Mean 0.6780(0.017)  0.2283(0.017)  0.6821(0.016)  0.2322(0.015)  0.6816(0.016)  0.2314(0.015)
KNN 0.7122(0.016)  0.2498(0.022)  0.7057(0.015)  0.2423(0.019)  0.7086(0.013)  0.2464(0.019)
MICE 0.7089(0.019)  0.2582(0.024)  0.7113(0.020)  0.2551(0.023)  0.7058(0.018)  0.2435(0.019)
Simple 0.6821(0.012)  0.2315(0.010)  0.6806(0.012)  0.2307(0.010)  0.6791(0.013)  0.2279(0.012)
BRNN 0.6735(0.011)  0.2037(0.012)  0.6704(0.010)  0.2023(0.012)  0.6732(0.011)  0.2051(0.014)
CATSI 0.7042(0.011)  0.2373(0.012)  0.7024(0.013)  0.2343(0.015)  0.7057(0.012) ~ 0.2379(0.012)
BRITS 0.7463(0.010)  0.2880(0.016)  0.7445(0.009)  0.2856(0.016)  0.7447(0.009)  0.2879(0.016)
GRU-D 0.7323(0.012) ~ 0.2821(0.014)  0.7235(0.012)  0.2679(0.015)  0.7285(0.011)  0.2763(0.015)
GRU-D,4_ 0.7137(0.011)  0.2689(0.016)  0.7342(0.015)  0.2624(0.015)  0.7244(0.011)  0.2673(0.014)
CDNet 0.7536(0.008)  0.3252(0.016)  0.7502(0.011)  0.3031(0.015)  0.7546(0.008)  0.2994(0.014)
CDNetg 0.7557(0.013)  0.3402(0.014)  0.7538(0.010)  0.3404(0.017)  0.7543(0.012)  0.3413(0.020)
CDNet 0.7712(0.011)  0.3497(0.014)  0.7675(0.012)  0.3443(0.017)  0.7673(0.013)  0.3526(0.014)
CDNet 1. 0.7588(0.019)  0.3286(0.017)  0.7506(0.020)  0.3166(0.017)  0.7529(0.018)  0.3177(0.015)
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Fig. 4. Predicted probability distribution of MDN (our method) and FFN-ensemble.
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Fig. 5. Epistemic uncertainty analysis. Two examples of the predicted probability distribution on the mortality prediction task.
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Fig. 6. Aleatoric uncertainty analysis. Three examples of the predicted probability distribution on the mortality prediction task.

Fig. 5g (left) and Fig. 5h (left) compare the prediction results
obtained from MDN. Fig. 5g (right) and Fig. 5h (right) show
the corresponding model discriminations, with *True’ (likely
to die) corresponding to a prediction of mortality and ’False’
corresponding to the opposite (unlikely to die). From the
patient in Fig. 5g, the agreement among ensemble members
of MDN about 'True’ is high. In contrast, there is high
disagreement for another patient in Fig. Sh due to epistemic
uncertainty.

Fig. 6 shows the results obtained from the aleatoric un-
certainty analysis of three patient journeys (three random

examples). Each subgraph contains two predicted class prob-
ability distributions of a patient journey, where dodger blue
and dark orange histograms represent negative and positive
classes, respectively, derived from MDN predictions. We aug-
ment MDN with 100 Gaussian noises to generate 100 class
probability distributions for each of the two patient journeys.
From the data in Fig. 6i and Fig. 6k, we can see that the
histograms corresponding to the probability distributions of the
two predicted classes do not overlap. The results suggest that
aleatoric uncertainty had less impact on mortality predictions
in these two cases. In addition, the negative class (unlikely to



die) in Fig. 6i reported significantly higher probability than
the other group. Similarly, the positive class (likely to die)
in Fig. 6k reported significantly higher probability than the
other group. As can be seen from the data in Fig. 6j, there is
a large overlap between the histograms corresponding to the
probability distributions of the two predicted classes. Thus,
aleatoric uncertainty has a more significant impact on the
mortality predictions of this patient. Although the result of
model discrimination may be negative, this prediction should
be taken with caution.

IV. CONCLUSION

In this paper, we have presented a novel method of inte-
grated training and regularizing a deep learning model with the
aim of predicting patient health risk using EHRs with a large
number of missing values. We validated the proposed model
(CDNet) on mortality prediction tasks using the MIMIC-III
dataset that has a large degree of missingness in the input.
Extensive experimental results demonstrated that CDNet sig-
nificantly outperformed existing methods. The ablation exper-
iments proved that regularizing imputed values is a key factor
for performance improvements. Further analysis of prediction
uncertainty proved that our model could capture both aleatoric
and epistemic uncertainties, which allows model users to know
how reliable the results are.
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