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Abstract—COVID-19 (Coronavirus Disease-19), a disease
caused by the SARS-CoV-2 virus, was declared a pandemic
by the World Health Organization on March 11, 2020. To
solve the global problem of analysis of different variants of
COVID-19 genome sequences, there is a need to develop intel-
ligent, scalable machine learning techniques that can process
and analyze important COVID-19 protein data by utilizing
the Big Data framework. For this, we have first proposed
a feature extraction approach for COVID-19 protein data
named Scalable Distributed Co-occurrence-based Probability-
Specific Feature extraction approach (SDCPSF). The proposed
SDCPSF approach is executed on the Apache Spark cluster
to preprocess the massive COVID-19 protein sequences. The
proposed SDCPSF represents each variable-length COVID-19
protein sequence with fixed length six dimensions numeric
feature vectors. Then the extracted features are used as input to
the kernelized fuzzy clustering algorithms, i.e., KSRSIO-FCM
and KSLFCM, which efficiently performs clustering of big data
due to its in-memory cluster computing technique and thus
forms clusters of COVID-19 genome sequences. Furthermore,
the performance of KSRSIO-FCM is compared with another
scalable clustering algorithm, i.e., KSLFCM, in terms of the
Silhouette index (SI) and Davies-Bouldin index (DBI).

Keywords-Feature Extraction; COVID-19 Protein Sequences;
Apache Spark Cluster; Kernelized Fuzzy Clustering

I. INTRODUCTION

The Coronavirus Disease 2019 (COVID-19) pandemic has

placed immense stress on the world’s healthcare system. The

COVID-19 data in terms of protein sequences are growing

faster than the rate at which it can be analyzed. Protein

sequences contain characters from the 20-letter amino acid

alphabets ∑={A, C, D, E, F, G, H, I, K, L, M, N, P, Q,

R, S, T, V, W, Y}. It is becoming increasingly popular to

mine valuable information from huge COVID-19 genomics

data to interpret data in a useful and timely manner. To

mine useful information from huge genomics data such as

protein sequences many machine learning (ML) approaches

like clustering, classification, and neural network are widely

applied [1]. Before applying any machine learning algorithm

on COVID-19 protein sequences the encoding of protein se-

quences in terms of feature vectors is an important issue. The

high dimensionality of protein data during the implementa-

tion of machine learning algorithms tends to create many

important problems for researchers [2]. A good input repre-

sentation (extraction of features) is necessary for the proper

classification of protein sequences. G Wang [3] proposed a

technique for feature extraction, which tries to capture the

global similarity that refers to the overall similarity among

multiple sequences and the local similarity which refers to

frequently occurring sub-strings in the sequences. Bharill [4]

developed an approach to extract a six-dimensional numer-

ical feature vector from a protein sequence. Many feature

selection techniques have been introduced in the past, but,

none of them is scalable. To handle COVID-19 protein data

of high dimension, there is a need to design a scalable feature

extraction approach that can represent each high dimensional

genome sequence with a fixed dimensional numeric feature

vector that can statistically select the significant features

from a huge protein sequence. To design a scalable feature

extraction approach, there is a need of integrating Big Data
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processing framework in the feature extraction approach.

Apache Spark is one such distributed framework for Big

Data Processing [5]. It keeps the advantages of MapReduce

scalable, which makes it more adaptable, and quicker, and

simpler to use than other frameworks.

To design the scalable feature extraction approach in-

tegrated with big data processing framework, we have

extended the work of Bharill [4] to propose a Scalable

Distributed Co-occurrence based Probability-Specific Fea-

ture extraction approach (SDCPSF) for COVID-19 protein

sequences. The advantage of the proposed method is that

it represents each variable length protein sequence of huge

size with a fixed-length numeric vector. In addition to

this, it considers all possible position-specific variations of

amino acids in COVID-19 protein sequences. Furthermore,

the preprocessed COVID-19 protein sequences are used

for cluster analysis. To perform the clustering of protein

sequences for cluster analysis several clustering algorithms

have been applied by researchers on COVID-19 and genome

data [1, 6, 7]. In this work, we utilized the KSRSIO-FCM [8]

method to cluster COVID-19 protein sequences in this study

because KSRSIO-FCM works well on both linearly and non-

linearly separable data and thus creates high-quality clusters.

Also, the KSRSIO-FCM is a scalable clustering algorithm

that integrates Apache Spark Big Data processing framework

to process huge COVID-19 protein data.

This paper is organized as follows: Section II covers pro-

tein sequence feature extraction technique. The discussion

of the proposed SDCPSF extraction algorithm on Apache

Spark is discussed in section III. The experimental results

are reported in terms of SI and DBI indexes in section IV.

Finally, the conclusions of our work are drawn in section V.

II. RELATED WORK

In this section, we are presenting a discussion of feature

extraction method for protein sequences; Co-occurrence

based Probability-Specific Feature (CPSF) [4] approach. The

CPSF approach extracts features from the protein dataset in

three steps as follows: In the first step of the CPSF approach

[4], each protein sequence is encoded and presented in

terms of six exchange groups. Exchange groups are effi-

cient amino acid equivalent classes, formally represented by

{e1,e2,e3,e4,e5,e6}, where e1={H,R,K}, e2={D,E,N,Q},

e3={C}, e4={S,T,P,A,G}, e5={M, I,L,V} and e6={F,Y,W}
[3]. In the second step, we calculate the global similarity

measure by calculating the probability of exchange groups

at each position to the total number of protein sequences.

The global similarity measures are calculated as follows:

(Probability)i j = (Instance)i j/η (1)

Where (Probability)i j denotes the probability of instance of

the ith exchange group at jth position, (instance)i j represents

the frequency at which the ith exchange group appears at

jth position and η represents the total number of sequences

in a particular species. In the third stage of the CPSF

approach [4], the local similarity measure is calculated,

which determines each exchange groups location-specific

weight within the sequence considering the weight factors.

The weight of each exchange group can be calculated using

the below formula:

(Weight)SEQk
i =

j′

∑
j=1

(Probability)i j × (PW )
SEQk
i j (2)

Where (Weight)SEQk
i represents the weight of ith ex-

change group corresponding to the kth protein sequence,

(Probability)i j denotes the probability of occurrence of the

ith exchange group at jth position and (PW )
SEQk
i j is the

positional weight assigned to the ith exchange group based

on the presence of kth protein sequence at jth position.

The CPSF approach represents the protein sequence with a

feature vector consisting of only six numeric features. The

scalable distributed version of the CPSF extraction method

is presented next.

III. PROPOSED WORK

This section describes the scalable algorithm implemented

on Apache Spark cluster. To propose a scalable protein

preprocessing algorithm for COVID-19 data, we followed

the CPSF approach discussed by Bharill [4] and applied this

approach to COVID-19 protein data to extract six numeric

features. To make the protein preprocessing algorithm

a scalable algorithm, we executed it on Apache Spark

cluster and termed it as a scalable protein preprocessing

algorithm: SDCPSF. The output obtained from the SDCPSF

preprocessing algorithm is used as an input to the KSRSIO-

FCM/KSLFCM [8] clustering algorithm for forming clusters

from COVID-19 protein sequences. For this, initially, the

KSRSIO-FCM algorithm partitioned the entire COVID-19

protein dataset into various subsets and then clustering is

performed on each subset by considering the similarity

among the COVID-19 protein sequences. KSLFCM, on

the other hand, clusters all of the data at once. Hence,

KSRSIO-FCM has a lesser run-time than KSLFCM since

it clusters a smaller portion of data in each subset rather

than the entire data. The SDCPSF; a feature extraction

algorithm for preprocessing of the COVID-19 dataset is

explained as follows: The input given is a raw protein

dataset. The output is a feature vector of the given input

dataset, a file containing six numeric features. The SDCPSF

extraction approach is explained in Algorithm 1. Line 1 of

Algorithm 1, distributes the COV ID19Protein.txt dataset

on Apache Spark clusters. The encoding of protein amino

acid is performed using the stage one technique from

Line 2-4, as explained in section II. In Line 5, the global

similarity matrix is calculated. The probability matrix

of the sequences on a master machine is then obtained
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without distributing the dataset in spark clusters. Again,

distributes the result obtained from the second stage using

Apache Spark clusters to find local similarity matrix. The

global similarity matrix and local similarity calculation is

explained in section as explained in II. Obtain the value of

the exchange group from the index value and store it as

a column number in Line 7. Then modify the key value

of the exchange group by adding the previous value with

the value of the probability dataframe at the position of

the exchange group and column number in Line 8. The

weight is computed using the local similarity matrix in

Line 9. Finally, a vector consist of 6-dimensional numerical

features are saved in a file using Line 10. The overall time

complexity of proposed SDCPSF is O(n2).

Algorithm 1 : SDCPSF Algorithm

Input : COVID-19 protein data: COV ID19Protein.txt
Output : preprocessed protein data: Feature Vectors.txt
1: Distribute COVID-19 protein data in worker nodes.

2 : Read the sequences from the file as Numpy arrays and

parallelize using Apache Spark.

3 : Store the data in the dataframe and split the each letter

in the sequence to different columns.

3 : Create an empty Probability dataframe with index

names e1,e2,e3,e4,e5,e6.

4 : Replace the particular amino acids with index names.

5 : Calculate global similarity matrix using Eq.1.

6 : Distribute the data obtained from global similarity

matrix.

7 : Get the value of exchange group from index value and

store it as column number.

8 : Modify the key value of the exchange group.

9 : The weight of each exchange group is calculated using

Eq. 2.

10 : Save feature vectors in file Feature Vectors.txt.

The proposed SDCPSF has the significant characteristics

that it takes raw protein sequences as input and produces

6-dimensional numeric feature vectors output in much

less time using Apache Spark framework. The proposed

SDCPSF method computes both local and global similarity

for all potential position-specific changes of amino acids in

COVID-19 protein sequences using Apache Spark cluster.

In section IV, we present the experimental results applied

to various protein datasets. The KSRSIO-FCM/KSLFCM

algorithm takes the preprocessed 6-dimensional numeric

feature vectors of huge COVID-19 protein sequences as

input and produces output in terms of clusters.

IV. EXPERIMENTAL RESULTS

In the experiments, we analyzed the performance in terms

of SI and DBI indexes of the proposed SDCPSF extraction

method applied to the KSRSIO-FCM and KSLFCM algo-

rithms on Apache Spark clusters. The assessment is carried

out using an Apache Spark cluster. One master and five

worker nodes comprise the Apache spark cluster.

A. Dataset description

In the experimental study, the two COVID-19 protein

datasets (MERS and UniProt COVID-19) were used and

preprocessed using the proposed SDCPSF method and then

applied to the KSRSIO-FCM and KSLFCM to perform

the clustering of COVID-19 datasets. The MERS dataset

is Middle East respiratory syndrome-related coronavirus

obtained from NCBI1. The number of sequences in the

MERS dataset is 2850, and the size is 3952 KB. The UniProt

COVID-19 protein dataset is downloaded from the COVID-

19 data portal2. The number of sequences in the Uniprot

COVID-19 dataset is 90, and the size is 71 KB.

B. Performance evaluation

The Silhouette Index (SI) and Davies-Bouldin Index

(DBI) are used for evaluating the performance of clustering

[9]. Both metrics are important for validating consistency

among genomic data clusters. SI is a metric that compares

how similar a data sample is to its cluster to other clusters.

The Silhouette value is limited to a number between -1

and 1. A negative number implies poor clustering quality,

whereas a positive value suggests excellent clustering qual-

ity. DBI divides a single record into two measures, one

for the dispersion of individual clusters and the other for

the partitioning of distinct clusters. Because the DBI is not

constrained inside a particular range, a lower DBI implies

higher clustering quality.

Table I: SI and DBI of MERS COVID-19 protein dataset

applied to KSRSIO-FCM and KSLFCM algorithm.

#Cluster SI DBI
KSRSIO-FCM KSLFCM KSRSIO-FCM KSLFCM

2 0.9226 0.7278 0.2847 0.6114
3 0.9596 0.5646 0.0369 0.614
4 0.9263 0.7681 0.0755 0.2781
5 0.8182 0.8022 0.3958 0.2967
6 0.8113 0.7953 0.3006 0.7024
7 0.8559 0.8531 0.1467 0.5848
8 0.8155 0.8127 0.2475 0.6096
9 0.8002 0.7651 0.3112 0.7209
10 0.8231 0.76839 0.4896 0.9755

C. Results and discussion

In this section, we compute the effectiveness of SD-

CPSF extraction method applied to the KSRSIO-FCM and

KSLFCM algorithms on COVID-19 protein data in terms

of SI and DBI indexes. We perform clustering of KSRSIO-

FCM with subsets 3, where the subsets are the chunks of the

entire data. And KSLFCM performs clustering of the whole

1https://www.ncbi.nlm.nih.gov/datasets/coronavirus/genomes/
2www.covid19dataportal.org
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Table II: SI and DBI of UniProt COVID-19 protein dataset

applied to KSRSIO-FCM and KSLFCM algorithm.

#Cluster SI DBI
KSRSIO-FCM KSLFCM KSRSIO-FCM KSLFCM

2 0.3814 0.356 2.1967 2.4268
3 0.4936 0.4936 0.9827 0.9827
4 0.5042 0.4333 0.6679 0.9823
5 0.3813 0.3778 0.9721 0.9725
6 0.4349 0.4016 0.7189 0.9772
7 0.371 0.371 0.9671 0.9671
8 0.3407 0.3699 0.9613 0.9698
9 0.3141 0.372 0.958 0.9732
10 0.2965 0.3611 0.9885 0.9753

data. The clustering is performed on clusters ranging from 2

to 10. Table I tabulates the MERS COVID-19 protein dataset

result in terms of SI and DBI applied to KSRSIO-FCM in

comparison with KSLFCM. Observing the SI values, the

KSRSIO-FCM algorithm has obtained better values than

KSLFCM. On the other hand, the KSRSIO-FCM achieved a

higher value for cluster 3 on the MERS dataset. In Table I,

we have also reported the results of the MERS COVID-

19 dataset on the protein dataset in terms of DBI. The

value achieved by KSRSIO-FCM is lower than KSLFCM

for almost all the clusters. In this way, we can conclude

that the proposed SDCPSF performs better when applied to

the KSRSIO-FCM algorithm in terms of SI and DBI values

for MERS COVID-19 protein dataset. Table II tabulates

results in terms of SI and DBI of the Uniprot COVID-

19 protein dataset applied to KSRSIO-FCM in comparison

with KSLFCM. Observing the SI values, the KSRSIO-FCM

algorithm has obtained better values than KSLFCM. On the

other hand, the KSRSIO-FCM achieved a higher value for

cluster4 on the UniProt COVID-19 protein dataset. In Table

II, we have also reported the results of Uniprot COVID-

19 protein dataset in terms of DBI. The value achieved by

KSRSIO-FCM is lower than KSLFCM for almost all the

clusters. In this way, we can conclude that the proposed

SDCPSF performs better when applied to the KSRSIO-FCM

algorithm in terms of SI and DBI values for the Uniprot

COVID-19 protein dataset.

V. CONCLUSION

In this paper, Apache Spark-based scalable feature ex-

traction technique (SDCPSF) has been proposed to extract

numerical feature vectors from massive COVID-19 pro-

tein sequences. After that, preprocessed numerical feature

vectors are applied to the fuzzy clustering technique. In

this case, we have used the KSRSIO-FCM and KSLFCM

algorithms to cluster COVID-19 protein sequences. One

distinctive characteristic of the proposed SDCPSF approach

is that it computes both local and global similarity to

take into account all possible position-specific variations of

amino acids in a COVID-19 protein sequence using Apache

Spark. Another essential characteristic is representing each

variable-length protein sequence consisting of a long chain

of amino acids with a fixed-length numeric vector of only

six dimensions. We directed the exact evaluation of the

SDCPSF algorithm applied to KSRSIO-FCM and compared

it with KSLFCM on COVID-19 protein datasets, which

exhibited potential advantages for utilizing our methodology

for clustering protein sequences. In the future, the scalable

feature extraction approach can be applied for handling

massive protein sequences in the range of terabytes and

petabytes for the clustering of COVID-19 datasets.
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