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Abstract—Mental health counseling remains a major challenge
in modern society due to cost, stigma, fear, and unavailability. We
posit that generative artificial intelligence (AI) models designed
for mental health counseling could help improve outcomes by
lowering barriers to access. To this end, we have developed a
deep learning (DL) dialogue system called Serena. The system
consists of a core generative model and post-processing algo-
rithms. The core generative model is a 2.7 billion parameter
Seq2Seq Transformer [26] fine-tuned on thousands of transcripts
of person-centered-therapy (PCT) sessions. The series of post-
processing algorithms detects contradictions, improves coherency,
and removes repetitive answers. Serena is implemented and
deployed on https://serena.chat, which currently offers limited
free services. While the dialogue system is capable of responding
in a qualitatively empathetic and engaging manner, occasionally
it displays hallucination and long-term incoherence. Overall, we
demonstrate that a deep learning mental health dialogue system
has the potential to provide a low-cost and effective complement
to traditional human counselors with less barriers to access.

Index Terms—Deep Learning, Artificial Intelligence, Trans-
formers, Mental Health, Chatbot, Dialogue System

I. INTRODUCTION

The lack of widespread access to mental health counseling
remains one of the biggest challenges in the world. It is
estimated that 658 million people in the world suffer from
some form of psychological distress and this number grew by
50% in the last 30 years [4]. Yet only 35% percent of people
with mental health disorders receive mental health treatment
[3], and less than 25% percent have ever “seen someone” [7].
Psychological counseling and therapy are helpful in treating
anxiety, depression, obsessive compulsive disorder, personality
disorders, eating disorders and a plethora of other conditions
[14]. Around 48% of people experiencing a mental health
crisis reported that talking with friends was helpful, however
56% of them ended up handling their problems alone [6].
We propose that a virtual mental health counselor based on
generative deep learning models could substantially improve
mental health outcomes for many user profiles. In this paper
we will present our design and implementation of a deep
learning dialogue system for psychological counseling.

Generative deep learning (DL) models may provide an
answer to a simple yet tenacious question: how can we
make mental health counseling more accessible? To effectively
tackle the problem, we first need to consider why most people
cannot or do not want to access mental health counseling.
The most obvious cause is the prohibitive cost of the type
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Fig. 1. Overview of the Serena dialogue system. A large generative model
outputs candidate responses conditioned on a user prompt and three smaller,
more specialized NLP models are used to reject unsuitable responses.

of regular, in-person counseling that is proven to be the most
beneficial [11]. A similar obstacle is time. Those people who
earn enough money to afford quality counseling may not,
as a result, have enough time to dedicate to the process,
which in addition to the actual sessions, requires scheduling,
commuting, arranging for the care of children, etc. Finally, we
have fear of counseling and perceived stigma [22].

We designed such a DL-based dialogue system called Ser-
ena as a system that addresses as many of these factors as pos-
sible, with an emphasis on filling the gaps left by traditional,
in-person counseling. Stated differently, the proposed system is
not designed as a replacement for traditional therapy. Rather,
we conceive it as: 1) a fallback for those who are strictly
unable to engage in traditional therapy because of money or
time; 2) a catalyst for helping people warm up to the idea of
sharing their thoughts through the process of dialogue, which
may result in them in setting up in-person sessions; 3) a tool
for identifying therapy needs and measuring engagement with
a virtual counseling model across a wide demographic, with
the goal of improving quality and access to mental health
resources globally.

II. RELATED WORK

Broadly speaking, dialogue systems (a.k.a. chatbots) can
be divided into two groups: those that primarily use artificial
intelligence or generative processes on the one hand, and those
that primarily use symbolic methods or hard coding on the
other. The use of virtual dialogue systems in the context of
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mental health counseling dates backs to the unveiling of the
ELIZA program in 1964 [27], which used symbolic methods
to deterministically process inputs and generate responses.
Contemporary efforts such as Wysa, Woebot, and Joy use
machine learning to process the user’s input and to generate
some dialogue, but the therapeutic suggestions are themselves
constructed with symbolic methods [13]. Serena stands out as
one of the few platforms that relies primarily on the generative
approach for both dialogue simulation and the direction of the
counseling session.

We can also differentiate mental health counseling systems
according to the psychological methodologies they utilize.
ELIZA was Joseph Weizenbaum’s tongue-in-cheek replication
of a stereo typical Rogerian therapist: And how did that
make you feel? Also called Person Centered Therapy (PCT),
this methodology was chosen primarily because, with the
technology of the time, it was relatively easy to mimic a
Rogerian therapist by isolating keywords in the user prompt,
and adding these keywords to a dictionary of predefined open-
ended questions. Unclear or uncategorized keywords were
handled with catch-all phrases. ELIZA is famous to this
day because this crude approach had good results. Much to
Weizenbaum’s surprise, people actually enjoyed talking to his
machine [20].

Many contemporary digital mental health dialogue systems,
including Woebot, Joy, and Wysa, primarily or substantially
use Cognitive Behavioral Therapy (CBT). In addition to the
method’s proven efficacy in addressing a wide range of mental
health challenges [12], this therapy style lends itself well to be-
ing captured via symbolic methods, i.e. If user reports feeling
X, recommend Y . Serena stands out from its contemporaries
by its choice to provide PCT to its users. PCT is an effective
means of treating a plethora of mental health ailments [19],
and also provides the user with a totally open-ended and more
life-like dialogue experience. We believe that the cutting edge
of machine learning technology is especially well-suited to
generating a person centered therapy session, that the user
can direct in any way they choose. For example, it’s possible
to also interact with Serena outside of a therapeutic context
simply by choosing another topic of conversation.

III. METHODS AND MODELS

Serena consists of multiple natural language processing
(NLP) models and heuristics that work together sequentially
to obtain the most suitable responses to the input messages
(fig. 1). The first stage consists of a large Seq2Seq Transformer
[26] model which generates a beam of candidate responses.
In the second stage a number of smaller, more specialized
Transformer-based models and several heuristic rules are ap-
plied to select the final response from the candidate list.

Core Generative Model

The generative model at the core of Serena is based on
the pre-trained generative model described in [25]. It is a
2.7 billion parameter Transformer architecture with 2 encoder
layers, 24 decoder layers, 2560 dimensional embeddings,

and 32 attention heads. The Transformer is a deep learning
architecture that leverages the attention mechanism to provide
contextual information for any position in the input sequence.
This allows the Transformer to process the whole input se-
quence at once, in contrast to recurrent neural networks, which
allows for a large increase in parallelization during training,
increasingly making them the architecture of choice for NLP
tasks. We are using the Transformer in the standard Seq2Seq
setting, meaning that input sequences are transformed into
output sequences. In our case we transform a user prompt
into the model’s response.

The model has been pre-trained on the Pushshift Reddit
Dataset which includes 651 million submissions and 5.6
billion comments on Reddit between 2005 and 2019 [1].
The objective of the pre-training was to generate a comment
conditioned on the full thread leading up to a particular
comment.

We have fine-tuned this model on transcripts of counseling
and psychotherapy sessions extracted from [17]. Since during
pre-training the context and response length was truncated at a
length of 128 tokens we only use such samples for fine-tuning
with the same maximum length. Our resulting counseling and
psychotherapy dataset consisted of 14,300 patient’s prompt
and counselor’s answer pairs. To perform the fine-tuning, we
make use of the ParlAI [18] platform using the default training
parameters.

Beam Search and Post-Processing

During decoding, ten candidate responses from the core
generative model are processed and analyzed in a so-called
beam search. Since we have observed that the quality of candi-
date responses can vary wildly, despite being similarly ranked
by the generative model, we employ additional processing to
choose the most suitable response. In particular, we are using
three pre-trained Transformer-based models for the follow-
ing tasks: (1) detecting contradictions, (2) recognizing toxic
language and (3) obtaining semantic sentence embeddings to
detect repetitive answers.

For the detection of contradictions we use a RoBERTa
model [15] pre-trained [21] on several natural language in-
ference datasets such as SNLI [2] and MNLI [29]. Given two
input sentences the model predicts three categories: contra-
diction, neutral and entailment. We use this model to detect
whether a) sentences in a single candidate response and b) the
user prompt and a candidate response are contradictory.

Since our generative model has been pre-trained on a large
collection of Reddit comments, it may have been exposed
to toxic language. To recognize toxic speech and exclude it
from the model’s responses we use the pre-trained “unbiased”
model made available in the Detoxify repository [10]. It is a
RoBERTa model that has been trained on the Civil Comments
[5] dataset, a large collection of annotated comments with
classes such as threat, insult or obscene.

To obtain semantically meaningful sentence embeddings we
are using a pre-trained SBERT model [23] and calculate the
cosine-similarity to estimate how similar a candidate response



is to previous responses of the model. If the cosine-similarity
is large, the response is considered to be repetitive and is
rejected.

Additionally, we have curated a list of phrases that are unde-
sirable and candidate responses containing them are avoided.
Examples include phrases that are generally not helpful such
as “T don’t know what to say” or that are not considered to
have any therapeutic value such as “you just have to get over
it”.

Finally, among the candidate responses that have not been
rejected by any of the above post-processing steps we choose
as the final response the one that has been assigned the highest
probability by the generative model.

IV. RESULTS
Deployment

We have deployed the model using Google Kubernetes En-
gine (GKE) and it can be interacted with on our website'. Our
implementation makes use of the ParlAl platform?, leveraging
the abstractions it offers for setting up an interactive dialogue
model. Our wbsite fetches responses from the model via REST
API using FastAPI®. For deployment with GKE the model had
to be containerized and is running on a single Nvidia T4 GPU.

Our deployment contains a survey that users can fill in after
they have interacted with the model for some time. Users are
queried to rate the degree to which the model understands
their messages and whether they find the generated responses
engaging and helpful.

Behaviors

Our dialogue model displays coherent understanding of the
user’s prompts and is capable of responding in a seemingly
empathetic way (an example in fig. 2). The model is interacting
with the user in an engaging way by asking relevant questions
which encourages further introspection.

One of the main issues with Serena is that it often hal-
lucinates knowledge about the user, which is a well-known
problem with transformer-based generative models [16]. She
will, for instance, claim that she has seen the user before
or pretends to have detailed knowledge about their personal
background. At the moment, we are trying to mitigate this
issue by adding phrases indicative of such hallucinations to
the aforementioned exclude list. It has been hypothesized
that hallucinations arise due to noise in the data, such as
information in the output which can not be found in the input,
and we plan to explore a possible solution proposed in [8].

Another issue is that Serena tends to respond to the user’s
prompts only using questions. While this is desirable in terms
of engaging the user in the conversation, early feedback from
test users indicates that this behavior is perceived as annoying
and even rude. Our current approach to this problem is to hard-
code rules for choosing from the candidate responses such that
the amount of generated questions is limited. This approach
easily fails, however, since responses that are not questions are
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often missing in the candidate list. We plan to tackle this issue
by carefully balancing the amount of questions and statements
in the data used for fine-tuning the generative model.

Hi Mark, how are you feeling?

I'm feeling again more anxious recently

What's going on? What's making you anxious?

It's hard for me to say, it might be related to my job

What do you think is making you feel anxious about your job? What is it that

you're afraid will happen?

I've started a new job recently and feel pretty overwhelmed. | don't

have much experience with it

How long have you been working there? What kind of job is it?

I've been working there for two months now. I'm working as an

engineer for a large corporation.

Do you feel like you're doing a lot of work? Do you have a lot to do?

Yes, I'm working very long hours and it is pretty exhausting for me

How long do you usually work a day? How many hours do you work a week?

I'm working up to 70 hours a week

How long did you work there before you started feeling overwhelmed?

What did you do before you worked there?

Fig. 2. Example dialogue from Serena.

V. DISCUSSION

Recognizing that mental health care is often too expensive,
too inconvenient, or too stigmatized, our team created a
generative deep learning dialogue model that acts as a real-
time companion and mental health counselor called Serena.
As described above, the combination of a core generative
model with targeted post-processing leverages the Transformer
architecture’s potential [26] to exhibit natural language under-
standing and processing. In contrast to most of the available
therapy chatbots focusing on CBT, Serena is designed to
provide PCT focusing on a user’s self-reflection and self-
actualization [24]. In addition, as a generative deep learning
model, Serena may contain potential bias, incoherence, and
distaste, despite heuristics and post-processing attempts to
mitigate such responses. Nonetheless, our generative model
has the potential to address the accessibility problem of mental
health counseling.

Serena addresses the issue of cost because it is inherently
less expensive to use than a human counselor [9].

As far as time is concerned, Serena also presents advan-
tages compared to traditional counseling. Serena can counsel
its users’ wherever they choose, so it negates the need to
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commute or to make changes to the users daily routine and
responsibilities.

Finally, Serena removes most of the fear and stigma associ-
ated with traditional mental health therapy methods. While
human users are apt to anthropomorphize virtual dialogue
interfaces [28], there is scant evidence that it brings along with
it any of the fear of shyness that can arise from interaction
with a human interlocutor.

In future works, we further hope to improve the model
and the UX/UI through focus groups of psychologists and
clients. With our built-in survey, we plan to substantiate
our internal testing of the model’s behavior with large-scale
results from our survey. Our internal testing is based on our
growing database of prompt and responses, which allows us
to not only fine-tune our model, but to understand the needs
and behaviors of our users. We also recognize the upmost
important of respecting our users’ privacy, and to this end we
have encrypted all the user data generated on our platform, and
we empower users to select exactly which data they chose to
share with us. By protecting the privacy of our users, we give
them the peace of mind to use Serena just as we intended: a
trusted confidante always at their fingertips in a time of need.
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