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Abstract—The rating score prediction is widely studied in In many real world applications, especially e-commerce
recommender system, which predicts the rating scores of use websites, the interactions between users and items include
on items through making use of the user-item interaction in- rating scores, as well as expenditure information on the

formation. Besides the rating information between users ad t ti E | Di . lﬂ;'t -k
items, lots of additional information have been employed to ransaction. For exampie, on bianping wetis|ia well-known

promote recommendations, such as social relation and geaaphic _social_media platform providing revieWS_ of users on bUSiBSS_
location. Expenditure information on each transaction betveen in China, users not only rate a business but also provide

users and items is widely available on e-commerce websites;the expenditure information for the meal at that business.
often appearing next to the rating information, while there Fig.[ shows an example from Dianping website. When a user

is seldom study on the correlation between expenditures and - ice f busi h il ide th f
rating scores. In this paper, we first study their correlations receives a service irom a business, ne will provide the gatin

in real data sets and propose the expenditure aware rating Score (represented by stars in Hig. 1) as well as the expen-
prediction problem. From the data sets crawled from a well- diture on the business. Note that the transaction exparditu

known social media platform Dianping in China, we find some information is a type of interaction information betweeriss
insightful correlations between expenditures and rating sores: 1) and businesses. not the feature information of either users

transactions or experiences with higher expenditures usuly lead busi This kind of t i dit infa t
to higher rating scores; 2) when the real expenditures are Ilgher usinesses. IS KInd Or transaction expenditure infauna

than users’ normal spending behavior, the users usually giv has widely existed, often appearing next to the rating s;ore
higher scores; and 3) there are multiple grades of expendite in many real applications. Moreover, there may be coriehati

behaviors. Based on these three observations, we propose ampetween expenditure information and rating scores, ansethe
Expenditure Aware Rating Prediction method (EARP), based ¢ relations may help to improve recommendations. However

on low-rank matrix factorization, to effectively incorpor ate the the effect of dit i h tb |
expenditure information. Extensive experiments on five rebdata e effect of expenditure on rating score has not been eaglor

sets show that EARP not only always outperforms other state- Until now.
of-the-art baselines but also discovers the latent charaetistics In this paper, we have crawled review data from Dianping
of users and businesses. o _ website, where the review information includes a ratingsco

I ndex Terms—Recommender system; expenditure information; .o qing from 1 to 5) and an average expenditure per person
matrix factorization; . . . . .

in the transactidh For simplicity, we abbreviate the average

expenditure per person in a transaction as expenditure in
the following sections. Through analyzing the charactiess

Recommendation has been widely used in e-commeigk Dianping data sets, we find some insightful correlations
and becomes a basic tool in WWW. A basic problem in lgetween rating scores and expenditures. That is, highanexp
recommender system is to predict the rating scores of usdfsires on businesses usually lead to higher rating scares,
on items. Many recommendation methods! [11], [6], [3] have user tends to give higher scores when his actual expendi-
been proposed. In order to make recommendations in differ@iive is larger than his normal spending behavior. Moreover,
applications, many methods use different kinds of infofarat the distribution of expenditures does not follow uniform-
to improve recommendations, besides the rating score-infdistribution, which has multiple expenditure grades $gtig
mation between users and items. With the prevalence oflsogigixture Gaussian distributions. These correlations iniffet
media, more and more studies devote to social recommengtgs expenditure information has the potential to improwe th
systems, which utilize social relations among uséfs [9], [&ating score prediction.
Location based recommendations are also popular in recenfjowever, to integrate the expenditure information into the
years [[6], [7], which utilize the geographical informatiom
improve the recommendation performances. Other infoonati tn: N

. . . p://www.dianping.com/

has also been considered to improve recommendations, SUehy, example, if 5 persons spend 250 RMB in a restaurant, teeage
as sentiments [2] and cost [4]. expenditure per person in this transaction is 50 RMB.

I. INTRODUCTION
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TABLE |

@ User STATISTICS OF FIVE DATA SETS
Rating " E dit:
scores —CETITITIT ) ¢ 7t 4 s e B | SH | GZ | HZ | CD

Bk RRHONE, ERRARAL, SHRE # Users 176k | 314k | 73k | 103k | 53K
R, Mk, ERAOOEEE # Businesses | 104k | 205k | 167k | 151k | 148K
e —— # Reviews 2335k | 3956k | 1114k | 947k | 696K
) Sparsity ratio 0.07%o | 0.06%0 | 0.09%0 | 0.05%o | 0.09%o
Business name Ave. Rating 378 | 3.77 | 3.72 | 364 | 368

Ave. Expenditure | 70.00 | 75.96 | 68.50 | 61.63 | 63.71
Ave. # Rev. of User| 13.20 | 12.59 | 15.07 9.16 13.09
Ave. # Rev. of Bus.| 11.98 | 19.27 6.64 6.26 4.68

Fig. 1. An example of expenditure information on Dianpingbsite.

rating prediction, we face several challenges. This work has the following three contributions.

¢ SC?"G mismatch between ratln_g and expendlturg. The. In this work, we systemically study the expenditure aware
rating SCOres are a cquple of integer _values,_wh|le the rating prediction problem, which is to predict the rating
expendlture§ are continuous values with a wide range. .. of 4 yser on a business based on historical rating and
I\/_Ioreovgr, different from rating scores, the SaME EXPEN- oy penditure information. Through analyzing real data sets
diture d_|fference has not a uniform |mpac_t at (.j'ff.e_rent with expenditures, we find some insightful correlations
egpendlture grades. For example, RM.B S01is a_S|g.nnf|cant between scores and expenditures. These correlations have
d[ffgren.ce for the '°W'9“f"de expenditure, ,Wh'le 1S & seldom been studied before, while they are really helpful
trivial difference for the high-grade expenditure. to improve recommendations.

o Sparsity with noise on expenditure information. Another . We propose an EARP method to solve the expenditure
challenge lies in that the_ expenditure information is = o\ 4re rating prediction problem. In order to effectively
Very sparse, and full of noise. Some USers dq not mark integrate the correlations of rating scores and expendi-
expenditures or randomly mark expenditures in real ap- tures, we devise an expenditure term as a correction to

pI|cat|_ons. : o . _ the factorization of rating matrix under low-rank matrix
« More importantly, different individual spending behawor factorization, instead of directly factorizing expendéu

and dis_tinct business pricing WOde'S- Different people  papiy or simply treating expenditure as features. The
have.dlfferent average e>_<pend|ture hleve(ljs_. AS we Sh?‘” expenditure term not only subtly reveals different indi-
see, It means a given price range has distinct meaning ;g spending behaviors and distinct business pricing

to dlffgrfent_md:wdulalsFresultmg Iln d'ﬁ?redﬂt_gprc@:]' models but also effectively alleviates the effect of migsin
or satisfaction levels. For example, an individual with an 5,4 5ige expenditure information. In addition, the one-

average expenditure level of RMB 20 will view RMB 50 dimensional clustering on expenditure information with

as a lwary expend.iture, while another indivi.duall Wit.h mixture Gaussian model addresses the scale mismatch
an average expenditure level of RMB 100 will view it between rating and expenditure

otherwise. In addition, different businesses have differe . Extensive experiments validate the effectiveness of

]E)usmesshmbodgls and operate on d|ffereTF pl)rlce _gradesc.j I EARP. The comparison experiments on five real data sets
act, ea(; I usmelss C?n op(;ratgz on multiple price grades qp g that EARP significantly outperforms other state-of-
as we shall see later irom the data. the-art methods and subtly reveals characteristics obuser

In order to effectively utilize the expenditure informatio and businesses.
and solve the above challenges, we proposdgpenditure
Aware Rating Prediction method EARP) with a novel op- 1. DATA PREPARATION AND OBSERVATIONS

timization objective in which an expenditure term is in&r A pata Preparation
from expenditure information. According to the observasio . . .
: . . We crawled data from a well-known social media website
in real data, we assume that rating scores have a linear-cofte "~ . ) . : .

) . . . ...~ Dlanping, which provides a review platform for businesses a
lation with expenditures, and the expenditures can be @iid ) o i : .
. . S . . I entertainments. On Dianping website, a user can give awevie
into multiple grades satisfying mixture Gaussian disthiims.

. . : 1o a business when he has received a service in this business.
And thus different users have different sentiments to etﬂpen_l_he review information includes a rating score (rangingrfrb
ture grades, and different businesses have differentiposit 9 9

) . . . to 5) and an average expenditure for each person in this-trans
ings to these expenditure grades. Along this line, we dekign action. We independently sample a set of businesses ansl user
expenditure term, which includes the sentiment mdtrixand i five .re resentF;ltive bi }::ities pBei'in Shanahai. G
positioning matrixD to represent the sentiment of users an P g » Beling, gha, g

D : . . angzhou, and Chengdu (Shortly referred as BJ, SH, GZ, HZ,
the positioning of businesses on different expenditurelesa L ) . : .
. . . D) 3. And we get the review information, including rating
Moreover, the expenditure term is used as a correction 10 » . y
- . . . . scoreR € R™*™ and expenditur€ € R™*", between users
the factorization of rating matrix, which constitutes a new

optlml_zat|on objegtlve under the Iow-ranl_< matr}x faCtmn' 3We are working on getting approval from Dianping to make asngmized
Experiments on five real data sets validate its effectiv&negersion of the dataset available.
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Fig. 2. The distributions of rating scores and expenditumeseviews.

and businesses, where is the number of users andis the 1) Observation 1: Expenditure correlation ruleie dis-
number of businesses. Moreover, tRg; and C; ; represent cretize the expenditures with an interval of 20, and then
the rating score and average expenditure of user business calculate the average rating scores in each expenditugeran
4, respectively. Each expenditure and its corresponding average rating scor
Since the transactions with very high expenditures (e.@n BJ and SH are plotted in Figs. 3(a) ahd_B(b). Thus, these
larger than RMB 1000) are very rare, we simply delete themesults can indicate the relation between rating scores and
The statistics information of these data sets are sumnuhitize expenditures.
Table[l. We can find that, although these data sets have-differ|t js obvious thathe rating scores are positively correlated

ent sizes, they have similar average rating scores andgerergy expendituresThat is, if a user has a high expenditure on a
eXpenditUres. Moreover, the review information in thesmd%usineSS, he is ||ke|y to give h|gh rating score to the bwssne
sets all are very sparse. Due to the similar distributiorss anhjs observation is seldom noticed, while it is reasonable.
very similar analysis results on these five data sets, we ofhen a user has a high expenditure on a business, he usually

show the results on BJ and SH for saving space in this sectig@ts better services and enjoys the business, so he is more
Furthermore, we compute statistics on the distributions gely to give a higher rating score to the business.

rating scores and expenditures of users. The results avensho

in Fig. . W find that 1  rati f 2) Observation 2: User spending correlation rulEirst, we
N "1g.14. We can find tha ) most rating SCOres range ol jate the differences between the actual expenditude a
3 to 5, and the maximal number of users give the score

.%e average user spending for each useie., C; ; — C; .,

tq bl_Jsm_esses. 2). The expenditures have obvious longHali d discretize the expenditure differences with an interva
distributions, that is, most of them are smaller than RMB 10

: 20. Then we calculate the average rating scores in each
, and few larger than RMB 300. 3) We can also find that ther&penditure difference range. Each expenditure diffe

are several peaks in Fifi. 2(c) and Ffig. P(d). its corresponding average rating score on BJ and SH are
B. Observations plotted in Figs[3(¢) and_3(d).

Since a user may receive services from many businesset this study, we try to find how the differences between
and a business also provides services to many users, thve actual expenditure and average user spending affect the
first introduce the following two concepts to describe theating scores. It is clear thaating scores are also positively
characteristics of users and businesses. correlated to the differences between the actual experditu

« User spendings the average expenditure of a user oveand user spendindrhat is, if a user spends more money than

businesses. We defirg . to represent the user spendindnis usual spending (i.e., average expenditure) on a bussihes

of the useri, and it can be calculated as follows, tends to give a relatively higher score. This is reasonabiee
L S Cij he generally gets better services in this situation. It atsovs
Ci I (1) that, if two users have the same expenditure on a businass, th

) L |{_Ci’j|ci’j 70.j=1- i 1 . user with high average spending is likely to give a lower scor
« Business pricings the average expenditure of a businesgpjje the user with low average spending is likely to give a
over users. We defin€’.; to represent the businessyigher score. This is also natural. The user with high awerag
pricing of the businesg, which can be calculated asgnending usually has higher requirement and taste, and thus
follows, has more complaint in this situation. However, it is not theec
oo — >ty Cij 2) for the user with low average spending. As a consequence,
TG 1C #£ 0 =1, m}] the rating score is correlated to expenditures, as well as us

We can find that the user spending reflects the consumptRendings. In fact, we note that relation between spendidg a
habit and ability of a user, and the business pricing emlbdiBappiness has also been actively studied in psychology [10]
the grade and reputation of a business. Through intensivélr observation also confirm this psychological rule.
exploring the characteristics of data, we can observe three3) Observation 3: Multiple expenditure grades rulés
interesting phenomena about the correlations of ratingescoshown in Figs[2(¢) anf 2(d), there are several peaks of the
and expenditures. expenditures, which is also reasonable. That is to Hagy,
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Fig. 3. The effect of expenditures on rating scores.

expenditures of users on business are distributed in nltipf users and businesses. The experiments in Section 4.3 (see
expenditure gradesSpecifically, for a user with low spending,the CoMF and FM models respectively) also confirm that these
his main spending is around RMB 50 , while he also sometinselutions have poor performances.
spends at RMB 100 or 200. For a user with high spending, hisin this paper, we introduce a novel expenditure term as a
main spendings are round RMB 150 , while he also spendsrrection of the factorization on rating matrix under loank
at RMB 50 occasionally. Similarly, the business pricings ahatrix factorization framework. The expenditure term nwake
businesses also have multiple expenditure grades. Forha hifull use of the correlation of expenditures and rating ssore
end business, its main spending is around RMB 300 , whildoreover, the expenditure term employs the probability dis
the expenditures of some users may be RMB 150 or 500. Fatribution to represent sentiment of users and positionihg o
chophouse, its main spending is around RMB 30, while thebaisinesses to expenditure grades, which not only elinsnate
are also some expenditures around RMB 50. the effect of expenditure scale and noise but also reveals us
spending behaviors and business pricing models.
I1l. THE EARP MoDEL

In this section, we first describe our expenditure awafe LOW-Rank Matrix Factorization
rating prediction problem. And then we propose three ver- We firstly introduce the basic model to utilize the rating
sions of EARP model to integrate three rules observed iimformation. Given a rating matrix, one-widely used appioa
Section[I-B. Correspondingly, the three models are callddr item recommendation is low-rank matrix factorization
EARP-E, EARP-U, and EARP-M, respectively. In the desigfil]. This method involves mapping users and businesses
of EARP, we propose delicate strategies to address thas® a joint latent space with the number of dimensions
challenges mentioned above. k < min(m,n), such that a user’s preference for a business
modeled as inner product between them in that latent space.
The mapping is achieved by approximating the rating matrix

The problem ofexpenditure aware rating predictiois by solving the following optimization problem,
to predict the rating score of a user on an item based on
ratings and expenditures information collected from a webnin 5 [ ToR=-PRY) [T+l Pz +1QI%), (3
site. Similar with traditional recommendation, we haveting ’
matrix R € R™*" between users and items. In additionwhere P ¢ R™** and @ € R™** are user latent factor and
we also have an expenditure mattike R™*™ to represent business latent factor, respectively.- ||r is the Frobenius
transaction expenditure of users on items. Please notéhthatnorm of matrix, T is the transpose of a matrix or a vectar.
expenditure is a type of interaction between users on itenisthe element-wise product of two matrixdsis the indicator
not the features of users or items. function, i.e.,l; ; = 1 if R;; has a rating score, elsg; =

A direct solution for this problem is to factorize the rating). In order to reduce the generalization error, regulamzati
matrix and expenditure matrix simultaneously and shareesoerms are usually added to this objective function to shitiek
common latent factors. However, it is not a good solutiomatent vectors toward zero andrepresents the regularization
because of the challenges mentioned above. For exampla;ameter.
the scale mismatch between rating and expenditure makes ) ) ) )
the factorized latent factors have different scales. Moeeo C- EARP-E model integrating expenditure correlation rule
the sparsity with noise on expenditure information makes th According to the Observation 1 shown in Secfion [I1B1, the
direct factorization of the expenditure matrix introduceah rating scores are positively correlated to the expendsturbat
noise, which inevitably hurts recommendation performances to say, the higher expenditure users paid for a businkss, t
Another optional solution is to simply treat expenditure inhigher rating score they may give. So users with different ex
formation as one type of features, while it fails to utilizeet penditures have different rating bias. We can utilize thimga
rich correlation of expenditures and rating scores. Mongdm bias, reflected by expenditures, to correct the factoopatif
tantly, these solutions cannot reveal insightful chargsties rating matrix.

A. Problem Definition



Inspired by the utilization of geographic information ina wide expenditure range. Moreover, the same expenditfire di
[6], we add an expenditure item, reflecting the impact dérence may have totally different impacts at differentemxp
expenditure to rating scores, as a correction of the ratidgure grades. For example, there are no significant difileze
bias of users. However, this will face with a great difficultybetween RMB 300 and 350 , while the difference is significant
scale mismatch of rating score and expenditure. Here Wwetween RMB 50 and 100. RMB 50 means low consumption,
design a delicate strategy to make them have the same scaidsle RMB 100 may mean moderate consumption. So we need
Specifically, we use the business pricingwhich represents to divide the continuous expenditures into different geade
the average expenditure of a business, as a component of thiehe next step is how to divide the expenditures into differen
expenditure item. The business pricingan be deduced from grades. A naive idea is to divide the expenditures into séver

the expenditure matrix’ as follows, grades with a fixed interval. For example, the expenditures a
L Sy divided into (0,50], (50,100], (100,150], and so on. Butsthi
v; =C.; = =l (4) method is not discriminative. For example, the snack shop

{CiglCiy #0,i =1, m}] may cost only RMB 10, while the common restaurant may
Since v; € [0,1000], so we normalize it into [0, 1] to cost RMB 50. This method may wrongly put them into the
make the scale more comparable to the ones of rating scosesne grade.
Because rating scores are more sensitive to low expensljture In fact, we can clearly observe that there are several peaks
we first use the log function and then employ the Min-Maxf the expenditures in Figs. 2(c) and 2(d), so we consider
normalization technique to compress the business prieingthe division of expenditures as one dimensional clustering
into [0, 1]. After that, we extend the row vecter’ into a problem, and assume that these expenditures are geneyated b
m x n matrix V through duplicating the row vectar". A mixtures of Gaussian models. Given the expenditure matrix
simple EARP-E model integrating expenditure item is to add, we can get the means and variances of mixture Gaussian
the expenditure factor in low-rank matrix factorizationtte models with the Expectation-Maximization algorithim [1p&
correction of rating bias of users. detailed EM algorithm for our data sets is shown in Algorithm
1 - ) ) ) 1. Each Gaussian model can represent an expenditure grade.
min o [ToR-PQ —wV) [z +7(| Pz + 1 Ql%), T is the number of Gaussian models, i.e., the number of
(5) expenditure grades. Then, each business has an positianing
wherew is a weight parameter representing the sentiment #tese expenditure grades. Here we define R"*” to repre-
expenditures for all users. And the adjusted weight pareamesent the positioning of business to expenditure grades;hwhi
w can automatically confine the rating scores and expenditureflects business pricing models. From the EM algorithm, we
into the same scale. Compared to the basic low-rank mateian get7” Gaussian model§&’ = (N (u,X), ¢) wherep is
factorization, the added expenditure item in EARP-E compghe mean of the Gaussian modgl, is the covariance, and
the latent factor” and(@ to adjust according to expenditures¢ is the probability of this Gaussian model. So we calculate
_ _ ) ) the positioningD; . € D of a business with pricing; to an
D. EARP-U model integrating user spending correlation r“'%xpenditure grade with the normalized probability disttion
The above model has a fixed weight parameter for all useo$.the businesg on the corresponding Gaussian moeel
However, the user spending correlation rule in Sediiondl-B
shows that users with different spending have differergctéf D, = N(vj;piz, X2) - 6 ) 7)
on rating scores. So we need to design a personalized weight ” Zthl N(vj; e, 2¢) - &)
for each user. Here we define a weight vectorc R™*!,

which represents the personal sentiment on expenditures fyrthermore, we can consider users also have different sent
each user. That is to say it can capture individual behavigient on these expenditure grades. Here we define the weight

. . i T i
difference or average expenditure level. Then EARP-U mod®Rtrix W e R™*" to represent the sentiment on each

is formulated as expenditure grade for each user, which reflects user spgndin
1 behaviors. We also call’ sentiment matrix in the following
PInQinlu 5 | I6(R-PQT —wv") |% ©) section.
e 5 9 5 The construction ofD and W have many advantages. (1)
+(l P le + 11 QF) + 811w [k, We define the probability distribution matrik to represent
where~ and /3 are the trade-off parameters. the positioning of business to expenditure grades, not spe-

) ) ) ) cific expenditure values, so it can eliminates the effect of
E. EARP-M model integrating multiple expenditure gradesypenditure scale. Moreover, multiple expenditure graates
rule statistically deduced from the whole expenditure range wit
In above models, there is a implicit assumption that theretise EM algorithm, and the positioning are probability value
only one expenditure grade for users and businesses. Hogweret specific expenditure values. They are helpful to altevia
the multiple expenditure grades rule in Sectibn_1I-B3 showthe effect of sparse and noisy expenditures. (2) The design
that a user may make consumption on multiple expenditusé D and W not only complies with the rules observed
grades and the business pricing of a business also may cdvem the data, but also reflects the business pricing models



and user spending behaviors, which are also validated in #gorithm 1 Framework of EM algorithm for expenditure

experiments in Section 4.5. clustering
We then leveragd? and D to adjust user and businesgnput:
latent factors in the matrix factorization as follows, C: Expenditure matrix
1 . S T Number of expenditure grades
min —||I®(R-P — WD :
A5 I ( Q ) I ®) Output:

: Means of the Gaussian
P I+ T QIE) + B W IIE - g: Covariance of the Gaussian
In this way, we can integrate the all three rules in the ¢: Probability of of the multinomial distribution
optimization objective. The optimization objective is dem  1: repeat
to that in [6]. In fact, the augmented matfiR, 17| and|[Q, D] 2:  E-step: calculate the posterior probability of multino-
can be considered as the extended latent factors of users and mial distribution
businesses, respectively. The extended latent factorsersu 3: for each expenditure; € C' and grade: do
and businesses not only stem from the rating informatiora: setw! := Ziv(e]yé‘;sz);;d)
(i.e., P and Q) but also consider the expenditure informations.  end for pm R
(i.e., W and D). However, different from[[6], theD is g M- -step: update the parameters:
directly deduced from expenditure matrix, which impliesse 7. ¢ .= an Sl

parameters to be learned in EARP. Moreover, they mtegrate SR i,
totally different information with different frameworks. Pz 2= m:"w N
In order to solve the above objective function, we cang: 3, :— 2i=i Wl s )(espis)
rewrite Eq. [8) as follows, 10: until convergence =
1 m n
L(P,Q,W) = I j(Rij — Q) —W;D])
2 ; ; Algorithm 2 Framework of EARP-M
1 , 1 n , 1 ) ( Input:
+ ;Z I P |7 +;Z 1Q; 7 +BZ | Wi [l - R: Rating matrix
=1 J=1 i=1 C: Expenditure matrix

Gradient descent method can be used to solve this problem. 7": Number of expenditure grades

There are three variables, including the user latent faBtor ~ «o: Step size for updating parameters férand Q
the business latent fact@ and the weight matrid¥. P; is ay: Step size for updating parameters 1ot
useri’s latent factor,(); is businesg’s latent factor andV; e: Convergence tolerance

is useri’s weight vector. A local minimum of the objective Output:

function given by Eq[{9) can be obtained by applying gratien £: User latent factor

descent taP;, Q; andW; as (): Business latent factor
W: Sentiment matrix of users to expenditure grades

n

Z o~ PQT n WDT Ri)- QJ»T AP, 1: Calculate bqsiness pricing with Eg. [_Z) .
2: Calculate mixture Gaussian distributions with Alg. 1
m 3: Calculate positioning matrix0 with Eq. (@)
8_£ = Z i(P; QT +W; DT Ri;)-P,+~Q; (10) 4 Randomly initializeP >0, @ >0, W >0
0Q; = 5: repeat
n 6. SetPyq =P, Qoig := Q, Woia :=W
aamﬁfi = Z (P,Q; +W;D] — R;;)- D] + BWi. 7. Calculate2s, gg 22 with Eq. (10)
i=t 8 P:=P-ayl%
The detailed framework of EARP is shown in Algorithm 2. 9. Q:=Q — oz()%—é
After obtaining the final solution of, Q, andW, we get 100 W := W — 0418—I§/
the estimated preference matrix for our proposed EARP-W . yntil |P—Pug |+ Q= Qo |+ | W =Wy |< e

model as follows

R=PQ"+WDT. (11)
(see Eq.[(B)), if the number of expenditure grades is 1. And
the EARP-U model converts to the EARP-E model (see Eq.
F. Discussion [@)), when all weights inv are equal. So the successive model
We propose three models to sequentially integrate thriseable to more comprehensively integrate the correlation o
rules observed in Sectidn II1B. The preceding model can B&penditures and rating scores, and it hopefully achiegtisib
considered as the special case of the successive model. Fagormances.
EARP-M model (see Eq[]8)) converts to the EARP-U model In the proposed expenditure term, we put forward two



novel matrices:D meaning the positioning of business td. Comparison Methods
expenditure grades and representing the sentiment of users
to expenditure grades. The positioning matfixis directly
deduced through the expenditure matdx with the EM
algorithm (see Algorithm 1), and the weight matriX is
iteratively learned together withP? and @@ (see Algorithm
2). Moreover, these two proposed matricBsand W have
the obvious physical significance that insightfully refigoe ~ « UserMean. This method uses the mean value of every

In order to show the effectiveness of the proposed EARP, we
compare three variations of EARP with representative gatin
predication methods. The first four methods only utilize the
rating information. The middle three methods (i.e., cPM¥, F
and CoMF) utilize the rating and expenditure information.

characteristics of businesses and users. The positionagxm user to predict the missing values.
D reflects the characteristics of expenditure distributiand ~ * [temMean. This method utilizes the mean value of every
reveals the business pricing models. item to predict the missing values.

Let's analyze the time complexity of the algorithm. The ¢ PMF [17]: It is the basic matrix factorization method only
main computation lies in the EM algorithm calculating mietu using user-item rating matrix for recommendations.
Gaussian distributions (see Algorithfd 1) and the gradient® LLORMA [5]: It is the newest matrix factorization
descent method iteratively optimizirg, Q, andW (see Lines method based on local low-rank assumption. We use it

5-11 in Algorithm2). Let\V be the number of nonzero entries ~ ©ON rating matrix for recommendations.

in R, k be the number of latent factors, afidbe the number * CPMF [4]: Itis a cost-aware travel tour recommendation
of expenditure grades. The computational complexity of the ~Method, which utilizes the business pricings as cost.
EM algorithm for estimating mixture Gaussian model in each * FM [L2]: It is a generic approach that allows to mimic
iteration isO(N x T'). The main computation of the gradient ~ Most factorization model by feature engineering. We use
descent method is to evaluate the objective function and its it On rating matrix and treat the business pricings as

gradients. The computational complexity of estimating @). features. _ . o

is O(N x (T+k)). The computational complexity for gradients * CoME: Itis a collective matrix factquzauon method that
g_}gy % is O(N x k) and % is O(N x T). Thus, the factorizes rating score and expenditure matrix simultane-
computational complexity for each iteration in Algoritfifis2 ously and shares a common user latent factor.

O(N x (T + k)). In summary, the computational complexity * EARP-E: It just integrates the expenditure correlation
of the algorithm isO(N x (T +k)), linear with respect to the rule.

number of rating scores in matri. « EARP-U: It integrates the expenditure correlation and
user spending correlation rules.
IV. EXPERIMENTS o« EARP-M: It is the standard version of EARP, which

In this section, extensive experiments on the above five real integrates all three observed rules.

data sets illustrate the traits of EARP from four aspects. WeFor EARP, we set the number of expenditure grades to be 5,
first validate the effectiveness of EARP through comparir@s suggested in the following experiments. The regulaoat

it with other methods. Then we show the effect of theoefficienty is set as 0.08, and the regularization coefficient
number of expenditure grades on performances. Furthermgfds set as 0.1. The parameters in other methods are set with
we thoroughly explore the characteristics of EARP on tte best performances on these datasets by cross validation
meanings of theD and W matrix. Finally, we validate the Note that, for those methods (i.e., cPMF, FM, and CoMF)

sensitivity of EARP to the missing expenditure information utilizing expenditure information, we employ the same feat
processing in EARP to avoid scale mismatch of rating and

A. Metrics expenditure.

We use two widely used metrics, Root Mean Square Error _
(RMSE) and Mean Absolute Error (MAE), to measure the. Effectiveness Study

rating prediction quantity. RMSE s defined as: For each data set, we randomly select training data with
Y different ratios, varying from 60% to 90% with the intervdl o
RMSE — \/Z(M)ER (rp.g ~ Tpq) : (12) 10%, from user-item rating matrix, and the rest as test data.
|R| The random selection is repeated 10 times independently and

wherer, , denotes the real rating usgrgave to itemg and (he average results are reported in TaEI]es Il ladd 1.
7,4 denotes the predicted rating. denotes the whole rating From the results, we have the following observations:

set. MAE is defined as: o The three versions of EARP outperform other ap-
3 2 pa = ol proaches in most conditions. Particularly, EARP-M al-
MAE = Z=@:0¢€ ' : (13) ways achieves the best performances in all conditions. It

|7l confirms that the expenditure factor is able to improve

Smaller values of MAE or RMSE mean better perfor- the accuracy of rating scores. In addition, due to the

mances. RMSE is more sensitive and stricter to the large erro  lowest sparsity of HZ data set, all methods have poor
in comparison with MAE because of the square penalty. performances on this data set.



TABLE Il
EXPERIMENTAL RESULTS OFEFFECTIVENESS ONRMSE MEASURE

Data set [ Training Set | UserMean [ ltemMean [ PMF [ LLORMA [ cPMF [ FM [ CoMF [ EARP-E [ EARP-U | EARP-M

60% 0.9005 0.9224 0.8853 0.8696 0.8920 | 0.8638 | 0.8835 0.8657 0.8589 0.8449
BJ 70% 0.8970 0.9206 0.8829 0.8651 0.8907 | 0.8597 | 0.8807 0.8661 0.8565 0.8430
80% 0.8921 0.9173 0.8767 0.8602 0.8818 | 0.8563 [ 0.8751 0.8628 0.8531 0.8384
90% 0.8878 0.9127 0.8698 0.8534 0.8711 [ 0.8528 [ 0.8703 0.8590 0.8486 0.8359
60% 0.8963 0.8965 0.8710 0.8551 0.8695 | 0.8524 | 0.8680 0.8549 0.8475 0.8342
SH 70% 0.8918 0.8934 0.8632 0.8499 0.8644 | 0.8474 | 0.8657 0.8524 0.8441 0.8313
80% 0.8860 0.8907 0.8557 0.8440 0.8533 | 0.8423 | 0.8525 0.8484 0.8391 0.8263
90% 0.8835 0.8909 0.8510 0.8424 0.8489 | 0.8416 [ 0.8506 0.8483 0.8377 0.8258
60% 0.8644 0.9149 0.8527 0.8494 0.8542 | 0.8470 | 0.8476 0.8428 0.8404 0.8237
Gz 70% 0.8616 0.9089 0.8504 0.8429 0.8518 | 0.8431 | 0.8455 0.8399 0.8370 0.8203
80% 0.8574 0.9076 0.8489 0.8384 0.8504 | 0.8409 | 0.8436 0.8386 0.8345 0.8180
90% 0.8583 0.9070 0.8514 0.8395 0.8526 | 0.8380 | 0.8465 0.8418 0.8372 0.8196
60% 0.9460 0.9767 0.9279 0.9288 0.9338 | 0.9168 | 0.9230 0.9093 0.9024 0.8890
HZ 70% 0.9442 0.9741 0.9262 0.9229 0.9328 [ 0.9094 [ 0.9221 0.9086 0.9003 0.8867
80% 0.9418 0.9700 0.9242 0.9178 0.9285 [ 0.9051 | 0.9212 0.9081 0.8979 0.8847
90% 0.9372 0.9654 0.9174 0.9129 0.9221 | 0.9000 | 0.9172 0.9040 0.8935 0.8796
60% 0.8963 0.9561 0.8829 0.8858 0.8848 | 0.8815 | 0.8766 0.8724 0.8682 0.8529
cb 70% 0.8904 0.9511 0.8816 0.8812 0.8838 | 0.8816 | 0.8753 0.8712 0.8652 0.8493
80% 0.8877 0.9439 0.8761 0.8743 0.8896 | 0.8770 [ 0.8702 0.8656 0.8608 0.8454
90% 0.8857 0.9436 0.8781 0.8701 0.8924 | 0.8805 | 0.8727 0.8676 0.8611 0.8449
TABLE Il

EXPERIMENTAL RESULTS OFEFFECTIVENESS ONMAE M EASURE

Dataset | Training Set [ UserMean | ltemMean | PMF [ LLORMA [ cPMF | FM [ CoMF [[ EARP-E | EARP-U [ EARP-M

60% 0.6788 0.7099 0.6734 0.6547 0.6740 | 0.6744 | 0.6697 0.6747 0.6574 0.6452
BJ 70% 0.6764 0.7079 0.6720 0.6512 0.6729 | 0.6695 | 0.6682 0.6760 0.6555 0.6438
80% 0.6732 0.7058 0.6680 0.6474 0.6670 | 0.6667 | 0.6645 0.6644 0.6530 0.6402
90% 0.6711 0.7027 0.6643 0.6429 0.6603 | 0.6643 | 0.6621 0.6681 0.6503 0.6384
60% 0.6717 0.6864 0.6602 0.6431 0.6556 | 0.6607 | 0.6540 0.6616 0.6452 0.6348
SH 70% 0.6688 0.6843 0.6552 0.6389 0.6516 | 0.6560 | 0.6523 0.6573 0.6427 0.6325
80% 0.6652 0.6824 0.6509 0.6349 0.6444 | 0.6515 | 0.6445 0.6534 0.6393 0.6292
90% 0.6633 0.6822 0.6474 0.6332 0.6413 | 0.6504 | 0.6429 0.6552 0.6378 0.6279
60% 0.6583 0.7063 0.6629 0.6406 0.6560 | 0.6717 | 0.6561 0.6625 0.6501 0.6344
Gz 70% 0.6559 0.7013 0.6614 0.6352 0.6542 | 0.6679 | 0.6546 0.6536 0.6476 0.6314
80% 0.6536 0.7019 0.6618 0.6333 0.6543 | 0.6665 | 0.6547 0.6563 0.6467 0.6303
90% 0.6541 0.7014 0.6630 0.6336 0.6548 | 0.6611 | 0.6560 0.6599 0.6483 0.6305
60% 0.7145 0.7597 0.7204 0.6996 0.7170 | 0.7325| 0.7116 0.7127 0.6974 0.6832
HZ 70% 0.7128 0.7586 0.7192 0.6955 0.7158 | 0.7232 | 0.7110 0.7118 0.6959 0.6816
80% 0.7102 0.7549 0.7172 0.6914 0.7121 | 0.7175 | 0.7095 0.7058 0.6941 0.6790
90% 0.7065 0.7531 0.7128 0.6884 0.7078 | 0.7136 | 0.7071 0.7032 0.6913 0.6761
60% 0.6834 0.7407 0.6875 0.6684 0.6811 | 0.7064 | 0.6796 0.6811 0.6730 0.6585
cD 70% 0.6790 0.7372 0.6871 0.6637 0.6808 | 0.7066 | 0.6792 0.6784 0.6708 0.6555
80% 0.6776 0.7322 0.6834 0.6596 0.6761 | 0.6919 | 0.6757 0.6774 0.6682 0.6529
90% 0.6763 0.7320 0.6860 0.6580 0.6765 | 0.6915 | 0.6785 0.6789 0.6696 0.6532

« Due to ignoring the expenditure information, the methods conditions.
only utilizing rating score information (e.g., LLORMA « We can also find that three versions of EARP have
and PMF) have poor performances. It validates that the different performances. EARP-M always provides the
expenditure information is really important for recom-  best performances, while EARP-U outperforms EARP-
mendation. E. The performance behaviors of these three versions
o The three methods utilizing both rating score and ex- of EARP confirm our observations and assumptions.
penditure information (i.e., cPMF, FM, and CoMF) also = EARP-E confirms that the expenditure term can improve
perform worse than EARP in most conditions. Although  the rating prediction performance, and EARP-U shows
these methods can integrate expenditure information, they the effectiveness of personalized weights of users. The
simply utilize expenditure information as features, with-  best performances of EARP-M show the benefits from
out considering the unique characteristics of expenditure considering multiple expenditure grades.
information, so they achieve worse performances than
EARP. Because of directly factorizing expenditure matrixy - Meanings Study of Sentiment and Positioning Matrices
CoMF introduces much noise, which leads to its poor
performances. The proposed EARP model not only makedn this section, we investigate the meanings of the sentimen
full use of the correlations of expenditures and ratingnd Positioning matrices learned by EARP-M through a case
scores, but also has a good mechanism to integrate théily. Based on the matrices learned by EARP-M il

correlations. So EARP has the best performances on mB&ining data in the above experiments, we do the following
four experiments.
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Fig. 4. Statistics of sentiment and positioning matrices.

In the first experiment, we observe the average weights ©°° = EARP-E 068 = EARP-E
of users (i.e., = >, W;,, t € [1,T], andT = 5) on five 088 ANy 067 AN
expenditure grades. We first show the average weights o USers ; .. q-a--aamconaco- TIVN St
on five data sets in Fi. 4(a). Generally, it is obvious thatsis & | 7" erereenesy 2 Tt e
weights are higher on higher expenditure grades. According °*| = 7T O
to the Observation 1 that the users with higher expenditures o.82—; 0.64 —

0 0

60 40 20 60 40 20
Missing Ratio (%) Missing Ratio (%)

tend to give higher rating scores, we can find that the weight
reflects the sentiment of users to expenditures. That is, the (@) RMSE (b) MAE
higher weight on higher expenditure grades means that US@fg 5. performances of EARP on different ratio of missingenditure.
are more sensitive to the higher expenditures.

Furthermore, in the second experiment, we intensively ob-
serve the average weights of users with a specific spendinigldle-grade business as an example (i.e., 150), its main
on expenditure grades. Concretely, we select three typesegpenditures are around 150, along with a small amount of
users: users’ average spendings are around 20, 70, and E2@enditures on low-grade (e.g., 20) or high-grade (e@p) 3
which represents low-consumption, middle-consumption, aconsumptions.
high-consumption users, respectively. And then we caleula In all, the positioning matrixD discovers pricing model of
the average weights of each type of users on five expenditardusiness. Moreover, the sentiment matiiX reveals user
grades. The results are shown in Fig. }(b). Besides theaimispending behaviors. That is, users are more sensitive tgha hi
observation as in Figl_4(a), we also find that the highexpenditure, while a high spending user has less sengitivit
spending users have lower weights. That is to say, a high an expenditure than a low spending user. Through the
spending user is not very sensitive to his expenditure. Thigpenditure term, the EARP method provides insight to user
is reasonable. When a high spending user receives servicgpending behaviors and business pricing models, whichtis no
a business, he usually cares more about the service, am@ nadddressed by those baselines.
less about the expenditure. o o ] )

In the third experiment, we observe the average weights fof Sensitivity Study of Missing Expenditure Information
users with different spendings on a specific expenditurdegra In our model, we assume that each rating score of users
We divide user spendings into 7 regions with the interval a@h items has a corresponding expenditure. However, the ex-
20, and calculate the average weights of users in each regipenditure information may be missing in real applications.
Fig. shows the results on a specific expenditure grade,this section, we validate the effectiveness of EARP under
i.e., RMB 149. It is clear that higher spending users has fowdifferent conditions of missing expenditure informatidn.
weights. It confirms the above experimental conclusionragaBJ, we randomly drop the expenditure data with ratios from
That is, a high spending user is less sensitive to the safdf® to 90% with the interval of 10%. Then we run three
expenditure than a low spending user. It also complies With tversions of EARP on these data sets with 80% training data.
Observation 2 that the rating scores are positively caedla The results are shown in F{d. 5. Generally, the performaotes
to the differences between the actual expenditure and uE#&RP degrade when more expenditure information is missing.
spending. However, three versions of EARP all are tolerant to missing

Finally, we explore the positioning of businesses on expeexpenditure data, since their performances do not degrade a
diture grades (i.e.D matrix). We show the possibility valueslot for more missing expenditure data. Taking the EARP-M
of three types of businesses: business pricing around €0 (ias an example, its performance degradation is no more than
low-grade business), 150 (i.e., middle-grade businesd)380 1% when the missing expenditure data is more than 80%.
(i.e., high-grade business). The results are shown in[K@). 4 In addition, we can see that EARP-E is not sensitive to the
Itis very clear that the businesses have obvious high ptigsib missing expenditure data. The reason is that all users #hare
on the closest expenditure grade to their business pricingame weighto in this model, and EARP-E can learn weights
which correctly reflects business pricing models. Taking faom existing expenditure data.



V. CONCLUSION

In this paper, we first study the expenditure aware rating pre
diction problem and propose a novel solution EARP. Through
analyzing real data from a well-known social media platfprm
we find some interesting rules between rating scores and
expenditures. Utilizing these rules, we design EARP models
based on low-rank matrix factorization. Extensive experits
on five real data sets validate the effectiveness of EARP.
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