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ABSTRACT
In this paper, we focus on studying the appearing time of
different kinds of cars on the road. This information will en-
able us to infer the life style of the car owners. The results
can further be used to guide marketing towards car owners.
Conventionally, this kind of study is carried out by sending
out questionnaires, which is limited in scale and diversity.
To solve this problem, we propose a fully automatic method
to carry out this study. Our study is based on publicly
available surveillance camera data. To make the results reli-
able, we only use the high resolution cameras (i.e. resolution
greater than 1280 × 720). Images from the public cameras
are downloaded every minute. After obtaining 50,000 im-
ages, we apply faster R-CNN (region-based convoluntional
neural network) to detect the cars in the downloaded images
and a fine-tuned VGG16 model is used to recognize the car
makes. Based on the recognition results, we present a data-
driven analysis on the relationship between car makes and
their appearing times, with implications on lifestyles.

CCS Concepts
•Computing methodologies→Computer vision prob-
lems;
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1. INTRODUCTION
It is well known that car ownership rate is very high in

America. There were about 1.8 vehicles per U.S. household
in 2013 [1]. According to the report, the average number of
minutes an American spends behind the wheel is 87 per day
[11] and 85% workers commute to work in a car alone every
day. Therefore cars are heavily used in America. From the
use of the cars, we can find useful information about the life
style of American people. For example, such information
can be providence to urban planning or car marketing.
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Figure 1: The framework of our method. First, we
download images from public surveillance cameras
at intersections. Second, we detect the cars using
Faster R-CNN [13]. Third, we recognize the make
of the cars using a fine-tuned VGG model [14].

Traffic jams are common in big cities. One interesting
phenomenon about traffic jams is that we rarely see luxury
cars in traffic jams. Do luxury car owners know when and
where the traffic jam happens and how to avoid traffic jams?
To answer this question, Zhang [20] carried out a study in
one Chinese community. They manually recorded the leav-
ing time and returning time of the cars in that community
everyday. They also recorded the make of each passing car.
They found out that the owners of many inexpensive cars
usually leave their homes for work early, i.e. at 7 o’clock or
8 o’clock. While the owners of many expensive cars leave
their homes no earlier than 9 o’clock. The luxury car own-
ers, however, leave their homes at noon or in the evening.
In fact, the luxury car owners usually do not go out during
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heavy traffic rush hours in the morning and afternoon.
Zhang’s study is interesting, but it only reports the result

in one community. To draw a more convincing conclusion,
their study needs to be carried out in more places. Their
method is based on manually counting, which is labor ex-
pensive to scale up to many places. Motivated by Zhang’s
study, we chose to design a fully automatic method to ad-
dress the same question at scale.

We use the publicly available surveillance traffic cameras
and computer vision methods to facilitate the study. To
monitor the traffic condition on the road, the government
has installed many surveillance traffic cameras. Some of
them are configured as publicly accessible on the Internet.
We search for them on Google and find that most of them
are low resolution cameras. The low resolution cameras can
be used to count how many cars are on the road, but the
make of the car cannot be recognized from the images cap-
tured by low resolution cameras. Fortunately, upon further
search, we find that the Bellevue county of Seattle provides
high resolution traffic images captured by surveillance cam-
eras. The image for one camera is updated every minute.
We choose the high resolution ones and download them. Af-
ter obtaining the images, we need to detect the cars and
recognize their makes. We use the state-of-the-art object
detection method Faster R-CNN [13] for detecting cars. To
recognize the car make, we fine-tuned the VGG model [14]
using the CompCars dataset [18]. Based on the recognition
result, we find that different cars do appear at different times
of a day according to their makes. Fig. 1 shows the entire
framework of our method.

2. RELATED WORK

2.1 Car User Study
Any work solving the same problem has not been found

yet. The most related work we know is Choo and Mokhtar-
ian’s research [2]. Based on a 1998 mail-out/mail-back sur-
vey, Choo and Mokhtarian studied the relation between ve-
hicle type choices and lifestyle. The choice of individual’s
vehicle type is affected by factors including the distance
and frequency of trips, how much one enjoy traveling, pro-
environmental considerations, family, money, gender and
age. Zhang et al. [19] proposed a data-driven system to an-
alyze individual refueling behavior and citywide petrol con-
sumption. Their method is more efficient and covers more
people than the questionnaire-based methods.

2.2 Car Detection and Recognition
Ramnath et al. [12] proposed to recognize car make and

model by matching 3D car model curves with 2D image
curves. During recognition, the car pose is estimated and
used to initialize 3D curve matching. Their method is able
to recognize the make of a car over a wide range of view-
points. Fraz et al. [3] represented the vehicle images using
a mid-level feature for vehicle make and model recognition.
Their mid-level representation is based on SURF and Fisher
Vector while an Euclidean distance based similarity is used
for classification. These two methods use high resolution car
images, while the cars in our images are much smaller. So
these methods are not suitable for our problem. Recently, He
et al. [6] have used a part-based detection model to detect
cars and designed an ensemble classifier of neural networks
to recognize car models. Their method works on a single

traffic-camera image and has obtained promising results on
their dataset.

3. METHODOLOGY

3.1 Car Detection
We use Faster R-CNN [13] to detect cars. This detection

method is developed from two previous work, namely R-
CNN [5] and Fast R-CNN [4]. The object detection process
in R-CNN can be summarized as:

• Generate object proposals using selective search [17].

• Extract a 4096-dimensional feature vector for each re-
gion proposal using AlexNet [8].

• Score each feature vector using object category classi-
fiers.

The AlexNet used in the second step is pre-trained on
ILSVRC2012 and fine-tuned on a specific detection data
such as VOC or ILSVRC2013. The object category clas-
sifiers are trained using SVM. The detection results of R-
CNN is good on the VOC dataset and ILSVRC2013 detec-
tion test set. However, it is a three-step procedure, in which
the features need to be saved and training the object classi-
fiers takes significant time. To solve these drawbacks of R-
CNN, Fast R-CNN was proposed. In Fast R-CNN, feeding
an image and multiple proposals to a CNN model, the model
will output the softmax probabilities and refined bounding
box offsets. The detection time reduced significantly in Fast
R-CNN, which makes the proposal generating become the
bottle neck in object detection. Ren et al. [13] introduced
Region Proposal Network (RPN) to Faster R-CNN to solve
the inefficient proposal generating problem. For an input
image, RPN outputs 9 bounding boxes at each pixel loca-
tion and the scores of how likely a bounding box contains
an object. The convolutional layers in RPN is shared with
Fast R-CNN, so the convolutional layers only need to be
computed one time for proposal generation and object de-
tection. In practice, we use the VGG net released by Ren1,
which was trained on VOC 07/12.

3.2 Car Recognition
Convolutional Neural Network (CNN) [9] is used for car

recognition. CNN has obtained good results in many com-
puter vision problems such as image recognition [8], object
detection [5], video classification [7] and face verification [16].
The success of CNN is due to its ability to learn rich mid-
level image features. However, a large amount of data is
needed to train a CNN. When there is no sufficient data
available for training CNN, some researchers have tried to
transfer the image representations learned on image classi-
fication task to other tasks and reported promising results
[10]. Our problem falls in this kind. We use the pre-trained
model for image classification and change the last fully con-
nected layer to output a 163-dimension vector corresponding
to the 163 car makes. We fine-tune the VGG model [14] on
CompCars dataset [18]. To keep the image features learned
in the layers before the last layer, we use a much smaller
learning rate for them.

4. DATA
1https://github.com/ShaoqingRen/faster rcnn
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Figure 2: The makes of all detected cars. The car
makes with very small percentages are merged into
“other”.

4.1 The CompCars dataset
The CompCars dataset [18] was collected by The Chinese

University of Hong Kong. This dataset contains 208,826
images of 1,716 car models. These images are divided into
web-nature images and surveillance-nature images. All the
car models come from 163 car makes. This dataset was orig-
inally used for fine-grained car classification, car attribute
prediction and car verification.

4.2 Traffic camera images
We download the traffic camera images from the website

of Bellevue government2. There is a list of cameras available
on the website. We choose the ones with high resolution and
download the images captured by them. The IDs of the cam-
eras we are using are 003, 042 and 133. The image download
URL is ”http://www.bellevuewa.gov/TrafficCamImages/
CCTV${ID}.jpg”, where ${ID} should be replaced by the
ID number.

5. RESULTS
We exploit the web nature in the dataset to train the car

recognition model. There are 136, 726 cars web images in to-
tal. We randomly split them into a training part containing
122, 995 images and a testing part containing 13, 731 images.
We try the GoogLeNet model [15] and 16 layer VGG model
[14]. Table 1 shows the recognition accuracy on the test-
ing set. VGG model achieves better results, so we use it to
recognize the car in the following experiment.

Model GoogLeNet VGG
Top-1 0.844 0.933
Top-5 0.959 0.983

Table 1: Recognition accuracy on the testing set.

We remove the images captured from 5 o’clock p.m. to 6
o’clock a.m. because many of them are too dark to recog-
nize. After that, we obtain 49,768 images captured between
Nov. 11 and Dec. 18 in 2015. Fig. 2 shows the percent-
age of the car makes of all the detected cars. From the
chart, we can find that Toyota, Volkswagen and Dodge are
the most popular car makes of the detected cars. Fig. 3
shows the percent of detected cars in each hour. We observe
that nearly half of the cars appear between 7 o’clock and 13

2http://www.bellevuewa.gov/trafficmap

Detected cars in each hour on weekdays
7-8 6%

8-9 10%

9-10 9%

10-11 8%
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16-17 10%

Detected cars in each hour at weekend
7-8 2%

8-9 5%

9-10 7%

10-11 10%

11-12 11%

12-13 13%
13-14 14%

14-15 14%

15-16 14%

16-17 9%

Figure 3: The percentages of detected cars in each
hour: (top) weekdays and (bottom) weekends.

o’clock on weekdays. On weekends, fewer cars go out early
in the morning.

The next three figures show the sum of detected cars of
some car makes with respect to road hours. Fig. 4 lists the
car makes which are detected most of the time. From Fig. 4,
we observe that the owners of these four kinds of common
cars are likely to go to work at 8 o’clock. Different from
them, we can find in Fig. 5 that more owners of MAZDA
and Nissan cars go to work earlier, i.e. at 7 o’clock. The
owners of the four types of cars in Fig. 6 are not early
birds. Their driving time does not peak at 7 or 8 o’clock.
Moreover, they appear more in the afternoon on weekends,
which is also later than the other car owners on weekends.

6. CONCLUSION
We have studied when different classes of cars hit the road

using a scalable data-driven approach. We have found that
different brands of cars appear in the traffic at different times
on weekdays, which suggests that the owners of different cars
follow different lifestyles and work schedules. Our future
work includes investigating such patterns in different parts
of a major city, as well as in different geographic regions
with different population demographics.
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