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Abstract—Distributed (or federated) training of neural net-
works is an important approach to reduce the training time
significantly. Previous experiments on communication efficient
distributed learning have shown that model averaging, even if
provably correct only in case of convex loss functions, is also
working for the training of neural networks in some cases,
however restricted to simple examples with relatively small
standard data sets. In this paper, we investigate to what extent
distributed communication efficient learning scales to huge data
sets and complex, deep neural networks. We show how to
integrate communication efficient distributed learning into the
big data environment Spark and apply it to a complex real-
world scenario, namely image segmentation on a large automotive
data set (A2D2). We present evidence based results that the
distributed approach scales successfully with increasing number
of computing nodes in the case of fully convolutional networks.

Index Terms—Federated Learning, Distributed Learning of
Deep Neural Networks, Big Data Systems, Spark, Data Science
Systems, Horizontal Scalability.

I. INTRODUCTION

Neural networks turned out to be a key driver for a lot of
use cases and applications in the area of machine learning
and artificial intelligence. However, the training of neural net-
works is a complex and time consuming task. Approaches to
distributed training have been developed to reduce the training
time and to enable scenarios where the training process does
not fit into a single computer, with federated learning being a
subset of this with the special characteristic that the training
data is not moved but only the weights of the models.

The process of distributed learning is mainly based on train-
ing local models on the distributed nodes and then averaging
these models periodically to obtain a global model. However,
for this kind of static averaging, a communication overhead is
induced during the training, as it is needed to transfer the local
models periodically over the network in order to compute the
actual average.

In [1] it has been proposed to replace the static, periodic
averaging with a dynamic averaging scheme, that synchronizes
the local models during the training process only when needed.
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For linear models it has been shown that the prediction loss
and communication can be minimized at the same time by
dynamically synchronizing models in a way that the commu-
nication between the learners does not happen in the stable
phases of a learning task. This approach was extended to
kernelized online learners in [2]. By theoretical analysis and
by an empirical experiment based on financial data it has been
shown that this approach is successful. The approach was also
extended to pattern learning based on Markov chains [3].

In [4] an approach for efficient decentralized learning of
neural networks has been proposed which is also based on
dynamic model averaging. Neural networks do not necessarily
have a globally convex loss function. However, it has been
empirically shown that the dynamical averaging does not only
work for convex loss functions but also for non-convex cases.
In detail, for the mnist dataset [5] the averaging showed to be
successful.

In this work, we show how to integrate the approach
for communication efficient distributed learning of neural
networks into the big data framework Spark. We apply the
approach to a complex real-world scenario based on a large
scale real world dataset (A2D2) [6] and present results for suc-
cessfully scaling the training of fully convolutional networks.
We investigate empirically to which extent the communica-
tion overhead induced by the model synchronization actually
contributes to the overall computation time and compute and
evaluate a realistic speed-up factor. In a nutshell, it turned out
that the distributed learning scaled well in Spark, with both,
static and dynamic averaging. In a cluster of n GPU nodes,
we achieved a speedup-factor that is proportional to %, e.g. in
using 9 nodes, we reduced training time by the factor of 7.15.

II. BACKGROUND AND RELATED WORK

As we aim at integrating the dynamic averaging method into
a real Big Data system, we now first introduce the approach
of applying model averaging in distributed learning. Then,
we present the dynamic averaging method that we want to
adapt to a the Big Data environment Spark. After that, we
discuss related big data frameworks used for training deep
neural networks.



A. Prior work in model averaging

Next, we first introduce the periodically averaging of mod-
els. After that, we present the main method used in this
paper, namely the Communication efficient dynamic averaging
method.

Sharing gradients between cluster nodes can take precious
time and resources. This communication can be reduced by
calculating gradients locally and communicating the sum of
gradients periodically [7]. The method of averaging models
periodically after computing local updates has positive effects.
It keeps the privacy-sensitive data in local devices and trains a
joint model. With this method, only the model parameters are
sent without the need to exchange or centralize data samples
or to communicate the learning algorithm.

However, this approach has some disadvantages. Either the
nodes communicate so rarely that the models adapt too slowly
to the changes or they communicate so frequently that they
consume a big amount of unnecessary communication. Even
if all models have already converged to an optimum, periodic
averaging will require unnecessary communication.

The goal of communication efficient dynamic averaging
is to reduce communication without losing predictive perfor-
mance by investing the communication efficiently [4]. When
local learners do not suffer loss, communication can be re-
duced; when they suffer large losses, an increased amount of
communication is invested to improve their performances. This
approach was achieved in several stages. First, the initial idea
of communication efficient learning with linear models started
with the first protocol for the distributed online prediction that
aims to minimize online prediction loss and network commu-
nication at the same time [1]. The concept of this approach is
to dynamically adjust the amount of communication performed
depending on the hardness of the prediction problem.

The underlying idea is to perform model synchronizations
only in system states that show a high variance among the local
models, which indicates that synchronization would be most
effective in terms of correcting the effect on future predictions.
In addition to balancing the joint predictive performance,
while not letting communication overhead deteriorate the
responsiveness of the service. Then in 2016, this approach
was extended to kernelized online learners that represent their
models by a support vector expansion [2]. As a result, the
protocol achieves similar service quality as any periodical
communication protocol while communicating less by a factor
depending on its loss.

After that, another extension of the approach to pattern
learning was made in 2018 [3]. The main idea of extension is
to design and implement an online, distributed and scalable
pattern prediction system over massive streams of events,
related to trajectories of moving objects. The approach com-
bined a distributed online prediction protocol with an event
forecasting method based on Markov chains. In this paper,
we present the integration of communication efficient dynamic
averaging method in real Big Data architecture using Spark.

B. Related work in distributed deep learning frameworks

There exists a variety of distributed deep learning frame-
works (see [8] for an overview). Here, we focus on those
which are most relevant for our work.

Spark is a unified analytics engine for large-scale data
processing. It was developed at UC Berkeley in 2009 and has
become the largest open source engine in Big Data [9]. It runs
on memory (RAM) that makes the processing faster than on
disk and faster than previous approaches to work with Big
Data like MapReduce [10]. Spark provides high-level APIs in
Java, Scala, Python and R. These APIs include a collection of
operators for transforming data.

Sparknet is a framework for training deep networks in Spark
[11]. In each iteration, the Spark master broadcasts the model
parameters to the workers, then each worker runs Stochastic
Gradient Descent on the model with its partition of data.
Federated learning is done by data parallelism on partitioned
data and the parameters are broadcast periodically. To test
the scalability, an experiment was done to train the default
Caffe model of AlexNet [12] on the ImageNet dataset [13].
The experiment ran on a cluster of 3,5, and 10 nodes. For
comparison, another experiment ran Caffe on a single GPU
and no communication overhead. The results showed that one
GPU takes 55.6 hours to obtain an accuracy of 45%. While
with 3,5, and 10 GPUs, SparkNet takes 22.9, 14.5, and 12.8
hours, giving speedups of 2.4, 3.8, and 4.4.

Intel Corporation BigDL is a distributed deep learning
library for Apache Spark [14]. To study the scalability of
the distributed training of BigDL, an ImageNet Inception-v1
model was trained using BigDL with various node counts. The
results showed that the synchronization overheads represent a
small fraction compared to the model computation time.

Horovod [15] is a distributed deep learning training frame-
work for TensorFlow [16], Keras [17], PyTorch [18], and
Apache MXNet [19]. In addition, it aims to scale a single-
GPU training script to train across many GPUs in parallel
[20]. Horovod uses the Message Passing Interface (MPI) to or-
chestrate single/multi-worker training in a High-Performance
computing setup. In Horovod, each worker passes parameter
updates to a neighboring worker in a ring topology.

The Federated learning approach of [21] is a collaborative
machine learning method without centralized training data.
This approach enables mobile phones to collaboratively learn
a shared prediction model while keeping all the training data
on the device. In fact, the device downloads the current model,
improves it by learning from data on the same device. After
that, it summarizes the changes as a small update. Then, this
update is averaged with other user updates to improve the
shared model.

To sum up, the referenced examples of learning algorithms
update the parameters periodically either in a centralized
approach, or continuously in a ring topology. This is the main
difference to the algorithmic approach of efficient distributed
training [4] we apply, where the parameters are synchronized
conditionally if a threshold on divergence is passed.



ITII. COMMUNICATION EFFICIENT DISTRIBUTED TRAINING
OF NEURAL NETWORKS IN SPARK

In this section we show how to integrate the approach
for communication efficient distributed learning of neural
networks into Spark. First, we briefly summarize how the
approach of Dynamic Model Averaging [4] works. Next, we
show how we managed the data distribution in Spark and
explain the local learning that is performed on the distributed
data partitions. Finally, we describe how the distributed train-
ing with dynamic model averaging works in Spark.

A. Communication Efficient Distributed Training

Our approach is based on the dynamic averaging method [4]
explained in section II-A. In the following, we present some
basics of this method that we utilize for our integration. We
first define the local training procedure on one node, then we
explain the entire distributed training on n nodes. The local
procedure trains a model on a data partition and outputs a local
model. Let us assume that a data point x is the input to the
neural network that plays the role of the function f;(x) where

€ [1,n]. The output of f;(x) is the predicted value y, and
we compute the loss by comparing it to the true value y. The
same learning procedure takes place on each node using a fixed
structure of the neural network, i.e. all f;(z) have the same
structure. However, the set of neural networks differentiate
from each other by the learned weights. As a result, the output
of the local training is a local model m; on the node <.

To perform the static distributed learning, all learners start
the training from the same model. To achieve that, the node
which manages the control flow and the global state of the
computation (master) broadcasts the initial global model to
computing nodes. The training process starts on each comput-
ing node (worker) using an identical model and operates on a
partition of data. After each iteration, these local models are
synchronized by collecting the local models from the worker
nodes and averaging them in the master node.
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Fig. 1. This figure shows the condition required to synchronize the models.
If one of the local models m; diverges from the global model m’ we need
to synchronize.

In the dynamic averaging method, we check the divergence
between the models trained locally and the global reference
model after each iteration. If the difference between any local
model m,; and the global model m’ surpasses the divergence
threshold 6 € R* we need to synchronize the local models

(see Fig. 1). The new averaged model will be distributed
again as a global model to the worker nodes. Thus, using
dynamic averaging reduces communication overhead needed,
as the model synchronization is no longer performed after each
iteration, but only when the models diverge significantly.

B. Conceptual Approach for Spark

In this section we present how we map the concept of dis-
tributed learning based on dynamic averaging onto the Spark
framework. We use PySpark as Python interface to Spark [9],
and PyTorch [18] to train the neural networks. Furthermore,
we used Jupyter Notebooks [22] for the execution of the code.
In order to apply the dynamic averaging method, we define
User Defined Functions (UDF) to implement some necessary
functions that do not exist in PySpark build-in functions. In the
following we present the concept and implementation of the
distributed learning process divided into 7 different steps. The
approach is illustrated in Fig. 2 based on an image processing
use case that we will later on use for the evaluation.
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Fig. 2. This figure shows the workflow of the training process in 7 steps and
the roles of the different Spark aspects such as UDF, the Accumulator and
the Aggregation sum.

To start the learning experiment, we first configure Spark
settings such as the master URL, driver and executor memory,
number of workers and other important parameters. Then, we
define the experiment’s main variables such as the count of
iterations and batch size. After that, we store the data images
into a DataFrame as shown in Step 1 in Fig. 2. The whole
dataset is partitioned onto the worker nodes such that a single
partition of data is assigned to a single process on a node and
the nodes can process the data in parallel. Reading images
and dividing them into approximately equal-sized partitions is
managed by Spark. To initiate the training, the master node
broadcasts the initial global model to the worker nodes.

As we need to run the same training process on each
node, we use the function mapPartitionsWithIndex (Step 2),
which applies the training function to each partition of the
data. Also, we need to track the index of the partition in
order to continue the training from the same local model
when there is no need for synchronization. Once the training
iteration ends, the output model is saved on the local disk.
Then, we check in Step 3 whether the local models diverge
from the global model or not (see also Fig. 1). We define
a User Defined Function and call it checkForSync to check



the divergence condition for each partition. It calculates the
differences between the local and the global model and returns
1 if the difference surpasses the divergence threshold, or O
otherwise. The boolean variables in Fig. 1 are expressed here
as integers. The true variable is mapped to 1 and the false to 0.
Then, in Step 4 the returned values of the checkForSync UDF
are aggregated to decide whether we should synchronize the
models or continue the training without communication. We
used here the Aggregation sum function to compute the sum
of the returned integers from the previous step. Note that the
logical OR in Fig. 1 is expressed here by the sum operation.

If there is no need to perform a synchronization, we move
directly from Step 4 to Step 7. Otherwise, we accumulate the
models’ weights in Step 5 using the Accumulator variables in
PySpark. The Accumulators are used to gather information and
update counters across different executors. We used a primitive
type accumulator to track the differences between local models
and the global model. Also, we used a custom accumulator
defined by the AccumulatorParam class to aggregate the
network parameters in order to average them afterwards. In
the driver program, we created an accumulator variable with
an initial value of zero weights network. Then, the weights
are aggregated on the driver side. To compute the average,
each weight of the accumulated model is simply divided by
the number of partitions, so we get the averaged global model
(Step 6). The resulting model will be the new global model
which is sent again to all worker nodes. Since our research is
conducted to learn the model in a communication efficient
way, each node will receive only one copy of the global
model even if it contains several partitions. Thus, we also save
communication while transferring models.

In the next rounds, we repeat the training process. The initial
model on each node is either the global model, if the previous
round ended with synchronization, or the training continues
with the local model saved from the previous round. After the
final round of training, a synchronization is done - even if the
difference of the models does not surpass the threshold - to
obtain the final global model for the experiment.

IV. EXPERIMENTAL EVALUATION

In this section, we investigate the effectiveness of applying
the approach of Communication Efficient Distributed Training
of Neural Networks in Spark. We want to answer two basic
questions: how effective is the communication saving of the
approach, and does the approach scale horizontally in a
complex scenario.

In order to apply our method to a real-world dataset, we
used the Audi Autonomous Driving Dataset (A2D2) [6]. This
dataset was published to support academic researchers working
on autonomous driving. The dataset features 2D semantic seg-
mentation and consists of 23 different driving scenes recorded
from different views such as front center camera, side left
camera, rear center camera,... etc. Each scene holding a series
of frames. In our experiments, we took the subset of frames
taken from front center camera. The total number of frames

in this subset is 26591. Each pixel in a frame is given a label
describing the type of element it represents, such as car or sky.

In the following we describe our procedure to evaluate the
dynamic averaging method when training a Fully Convolu-
tional Network (FCN) [23], which predicts the pixels’ labels.

A. Effectiveness of the communication saving

First, we apply the static and dynamic method in a cluster
of 9 nodes and check whether we achieve the same level
of accuracy as in a reference training. Then we examine the
amount of communication we could save using the dynamic
approach and finally we investigate the improvement of the
computation time.

1) Predictive Performance: For a reference of an acceptable
predictive performance, we first ran the training of an FCN
implementation [24] on a single node without using Spark
with a split ratio (80%, 20%) of training and testing data. The
experiment total time was 106h:35min and it took 28 epochs to
get acceptable predictive performance measured by accuracy
and mean Intersection over Union (mloU). Then, we ran the
distributed experiment on 9 nodes with data parallelism based
on Spark. We trained for the same number of epochs and used
the same split ratio as for the reference experiment. In this
experiment, we applied static synchronization and averaged the
local models after each epoch and updated the global model on
each of the 9 nodes. The application of this method showed
a performance close to the reference experiment. The pixel
accuracy of the distributed experiment was 0.940 and the mean
Intersection over Union (mloU) was 0.455, compared to 0.945
and 0.483 for the local experiment. This distributed experiment
took 15h: 06 min and thus executed 7.06 times faster than the
single node reference experiment. Finally, we ran the dynamic
version of our distributed experiment. In this experiment, the
algorithm compares the each local model after each epoch of
training with the last global model. If the difference between
any of these local models and the global model surpasses
the threshold §, the synchronization takes place and the new
global model is distributed to all cluster nodes. The difference
between the two models is the sum of the absolute differences
between the corresponding parameters. Based on a small series
of experiments we set the value of the threshold, namely
20000, as a guessed medium value between a lower bound of
values that always cause synchronization and an upper bound
too high to cause synchronizations. This threshold is used
in all experiments that perform the dynamic method for our
scenario. Compared to the static method, the dynamic method
performs with almost the same accuracy and mloU using only
6 synchronizations during the entire training process with 28
epochs. Fig. 3 shows the comparison between the static and
the dynamic synchronization.

As a cross check, we also ran an experiment that performed
a synchronization only once after 28 epochs. This case is
equivalent to choosing a high value of the divergence thresh-
old. Postponing the synchronization to the end gives worse
results compared to dynamic or static averaging, as displayed



TABLE I
THE TABLE SHOWS A COMPARISON BETWEEN THE SINGLE NODE EXPERIMENT AND THE THREE VARIANTS OF THE DISTRIBUTED EXPERIMENT.

Single-node experiment | Static Sync. | Dynamic Sync. | Sync. once at the end
Count of syncs - 28 6 1
Accuracy 0.945 0.940 0.942 0.924
mloU 0.483 0.455 0.447 0.292
Total time 106 h: 35 min 15 h: 6 min 14 h: 55 min 14 h: 52 min
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Fig. 3. This figure shows the accuracy comparison between the static and
dynamic synchronization. The 6 red points represent the 6 synchronization
events during training.

in Table I. By this, we show that intermediate synchronisations
are necessary to obtain an acceptable predictive performance.

Summing up, the dynamic approach reduces the number of
synchronizations compared to the static method, but still offers
the same high quality of the predictive performance.

2) Network communication: In a distributed experiment
using n nodes, we need to transmit n — 1 local models per
synchronization because in our setup the master node also
acts as a worker and does the training on one partition. In
the dynamic experiment, synchronization happened 6 times
out of 28 epochs. Each synchronisation causes 3688 MB of
network traffic. Thus, compared to the static synchronization
experiment, the dynamic synchronisation avoids 81136 MB
network traffic within the whole training.

This confirms the original hypothesis that we save on
network communication and do not lose predictive power even
with a complex large task. Fig. 4 shows the difference in
network traffic between the static and the dynamic approach.
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Fig. 4. The plot shows the difference in network communication between
static and dynamic averaging methods.
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3) Communication time: Considering the efficiency of the
training process in terms of communication time, our exper-
iments showed that the total time for the static averaging is
15h:06min, while it’s 14h:55min for the dynamic averaging
(see Table I). Contrary to our expectations, these results have

not shown a significant difference (just 11 minutes) concerning
the training time between the two averaging approaches.

As shown in Fig. 5, the synchronization time is minimal
compared to training time. The process of model aggregation
and averaging towards a new global model took only 32
seconds per round, which is around 1.7% of the training time
itself. A synchronization happened 6 times in the dynamic
experiment. Thus, the time saved is: (28 — 6) x 32 sec =
11 min 44 sec. In terms of communication time, there is
only a very low benefit of the dynamic approach.

Percentage of total time parts

training (95.1%) —

. training: 14 h: 11 min
initialization: 13 min
mm re-partition: 15 min
mmm synchronization: 15 min
N\ [synchvonization (1.7%)|
\‘re—pamtion (1.7%)‘
initialization (1.5%)
Fig. 5. The figure shows how the total time of the distributed learning

experiment is divided. The synchronization part is minimal compared to the
training.

A more detailed look at the synchronization times for exper-
iments with 3 to 9 nodes shows that the synchronization has a
base load of approx. 27 seconds. Model transmission from a
worker to the master causes a network traffic of about S0O0MB.
As the number of nodes increases, the synchronization time
increases by less than a second per additional model. This
is closely the transmission time of S00MB per model in the
10GBit network configured in our cluster.

B. Horizontal Scalability

In order to evaluate if our approach scales horizontally in a
complex scenario, we run the distributed learning experiment
on different numbers n of nodes (3 to 9). We calculate the
speedup factor S(n) by dividing the experiment time on a
single node by the time needed using n nodes. Table II
shows time and performance details of these experiments. Note
that the column ’Distribution’ represents the time needed to
partition and distribute the data before starting of the training
’Computation’ over a series of 28 epochs.

Amdahl’s Law [25] states that if we apply n processes to a
task that has a serial fraction o, then the task will approach a
speedup limit that is given by the following formula:

n

S = T em =D

(D



TABLE II
THE TABLE SHOWS THE RESULTS OF APPLYING THE DYNAMIC AVERAGING METHOD ON MULTIPLE NUMBER OF WORKER NODES.

Nodes count 3 4 5 6 7 8 9
Distribution 1h:25m 1h:2m S51m 42m 36m 32m 29m
Computation 42h:16m | 30h:56m | 25h:18m | 21h:21m | 18h:05m | 16h:0lm | 14h:11m
Serial Time 12m:4s 12m:6s 12m:26s 13m:7s 13m:12s 14m:6s 15m:20s
Total time 43h:53m | 32h:10m | 26h:2Im | 22h:16m | 18h:55m | 16h:46m | 14h:55m
Accuracy 0.952 0.949 0.948 0.946 0.943 0.942 0.942
mloU 0.477 0.471 0.467 0.461 0.458 0.452 0.447
Syncs count 8 8 8 7 7 6 6
Speedup factor 243 3.31 4.04 4.79 5.63 6.36 7.15

In our case, o is the fraction of the time of the serial algo-
rithmic parts performed by the master, e.g. the accumulating
and averaging the model parameters, or of algorithmic sections
that are equally performed on each worker node independent
of the scale of distribution, e.g. the initialization of the local
models and the execution of the checkForSync function. The
value (1 —o) is the fraction of training time performed by the
data-parallel execution on the worker nodes.

An extension of Amdahl’s Law, called the Universal Scal-
ability Law [26] (USL), introduces an additional coefficient
of performance that reflects delays due to communication
between nodes. The USL is given by the following equation:

n
Sl wrapey e g ey @
The coefficient v represents the slope in the case of ideal
parallelism, « defines the serial coefficient, and 3 represents
additional delays. We fit the USL coefficients to our Speedup
values from Table II using [27] and get the following equation:

S(n) 0.8266n
n)=

1+40.00525(n — 1) + 3.78 x 10~ 6n(n — 1)
The extreme small value of [ corresponds to the marginal
fraction of synchronization time as shown in Fig. 5. The

single-node experiment took 106h:35min. Therefore, the time
required on n nodes is given by the following equation:

T(n) = 106.58 x S(n)~!

3)

4)

As can be seen in Fig. 6, our results for nodes count n € [3, 9]
fit the Universal Scalability Law almost exactly.
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Fig. 6. The plot shows the relation between the total time and the number
of nodes. The blue curve represents the time values computed by the
Universal Scalability Law while the red points represent the actual time of
our experiments.

C. Experiment Wrapup

We have investigated the two main questions about the
effectiveness of the dynamic averaging method and the scala-
bility. Our evidence-based results indicate that the distributed
approach of Communication Efficient Distributed Learning
performs successfully even on a large realistic task of training
a fully convolutional network (FCN) [23]. Moreover, our
results highlight the importance of doing dynamic averaging
on intermediate steps. According to our expectations, we
demonstrated empirically that we achieved high predictive
performance with reduced network communication. Regarding
communication time, it turned out that the synchronization
time is minimal compared to the training time when we use
a complex network and large dataset, even if we speed up
training by data parallelism. Finally, we presented evidence-
based results that the distributed approach scales successfully
with an increasing number of computing nodes. Further results
and detailed evaluations can be found in [28].

V. CONCLUSION

In this paper we have shown how to integrate communi-
cation efficient distributed learning of neural networks into
the big data framework Spark. The integration is based on
an existing method of dynamic model averaging which only
synchronizes local models if they significantly diverge from
the global model. Thus, it is a viable alternative with reduced
communication compared to distributed learning frameworks,
which are based on periodic averaging. By our approach, we
were able for the first time to perform distributed learning
of neural networks in a big data environment using Spark
in a communication efficient way. In detail, we showed that
the approach based on dynamic model averaging can achieve
the same accuracy as with static periodic averaging. Com-
munication is reduced, but for large models, the time needed
for the synchronization of the models is very low compared
to the duration of the whole training process. Lastly, we
investigated to what extent the approach scales to huge datasets
and complex deep neural networks. Our experiments on the
real-world dataset A2D2 showed that our approach scales out
successfully for fully convolutional networks. In detail, the
speedup factor achieved for static and dynamic averaging on
9 nodes reduced the training time by a factor of 7.15. We
believe that further work needs to be done to investigate on
which deep networks we could apply the averaging method.
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