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ABSTRACT

Being able to learn on weakly labeled data, and provide inter-
pretability, are two of the main reasons why attention-based
deep multiple instance learning (ABMIL) methods have be-
come particularly popular for classification of histopatholog-
ical images. Such image data usually come in the form of
gigapixel-sized whole-slide-images (WSI) that are cropped
into smaller patches (instances). However, the sheer size of
the data makes training of ABMIL models challenging. All
the instances from one WSI cannot be processed at once by
conventional GPUs. Existing solutions compromise training
by relying on pre-trained models, strategic sampling or selec-
tion of instances, or self-supervised learning. We propose a
training strategy based on gradient accumulation that enables
direct end-to-end training of ABMIL models without being
limited by GPU memory. We conduct experiments on both
QMNIST and Imagenette to investigate the performance and
training time, and compare with the conventional memory-
expensive baseline and a recent sampled-based approach.
This memory-efficient approach, although slower, reaches
performance indistinguishable from the memory-expensive
baseline.

Index Terms— Multiple Instance Learning, deep learn-
ing, attention, memory management, interpretability

1. INTRODUCTION

Deep learning based algorithms have been used to facilitate
advancements in the field of medical image analysis. For ex-
ample, in digital pathology, there has been an increased inter-
est in computer-aided methods that can assist pathologists in
making diagnosis [1]]. The data typically comes in the format
of whole-slide-images (WSIs) and a common task is: Given
a WSI, conclude what diagnosis a patient can have and what
regions in the WSI are related to the diagnosis. Here, meth-
ods that do not rely on per-pixel annotations, but instead make
use of a confirmed diagnostic information are preferable for
several reasons: (i) per-pixel annotation is an expensive and
laborious task; (ii) there is large inter- and intra-observer vari-
ability; (iii) fine annotations are more prone to human error,
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and (iv) usage of given fine ground truth does not facilitate
knowledge discovery. Therefore, methods applied on such
data with weak (per-slide) labels are becoming increasingly
popular, especially methods that fall under the category of
multiple instance learning (MIL) [2]. A common practice is
to divide a WSI into patches, which are considered instances,
that compose a bag, and to train a classifier that, given a bag
of patches, predicts the diagnostic labels. Lately, MIL meth-
ods have been combined with attention based deep learning,
forming the branch Attention Based Deep Multiple Instance
Learning (ABMIL) [3]]. These methods have become particu-
larly popular as they can leverage the power of deep-learning,
while simultaneously provide interpretability in the form of
per-instance attention scores that indicate which instances are
important for the classification of the WSI bag. Due to large
number of patches per WSI, there is a practical challenge to
apply deep-learning based algorithms on such data — all the
instances from one WSI/bag cannot be processed at once by
GPU(s). Existing solutions either separate the optimization
of the feature encoder and the classifier [4H7]], or rely on sub-
sampling or strategic selection of instances to overcome these
memory limitations [8H12].

We propose a training strategy, which does not require
sub-sampling, for joint optimization of the classifier and the
feature encoder. Our method relies on a type of gradient
check-pointing strategy [13] that can be applied to ABMIL
architectures. The method stems from the observation that
the gradient of the loss function with respect to the fea-
ture encoders parameters is separable and can therefore be
computed in an accumulation-like fashion with very low
requirements on GPU memory, thus enabling end-to-end
training of ABMIL models also for very large data. This
desired property comes at the price of a longer training time.
The code is made open-source and publicly available at
github.com/axanderssonuu/ABMIL-ACC.

2. RELATED WORK

To circumvent the GPU memory limitations, methods where
instances are first encoded into lower-dimensional feature
representations, that easier fit on a GPU, have been pro-
posed. For instance, [4}/5] rely on pre-trained networks for
encoding the instances. Here, the encoders are fixed during
training of the bag classifier. Consequentially, the perfor-
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mance of the classifier is limited by the quality of the feature
encoders. Such limitations were addressed in [6}|7]], where
self-supervised techniques are proposed as an alternative. Al-
though self-supervised methods may yield improved feature
representations, they are still limited by strictly separating
the optimization of the feature encoder and the classifier.
Methods such as [8,9] managed to jointly train the feature
encoder and classifier by strategically selecting few instances
in the bag. Moreover, [10-12] enable joint optimization of
the feature encoder and classifier by using sampling and/or
clustering techniques. Although sampling enable training of
both the feature encoder and classifier — and can even lead
to improved performance with some parameters — it failed
when the datasets contained too few sampled key instances
per positive bag [[12f]. In practice, it can be hard to know in
advance the percent of key instances in real data and, con-
sequently, to estimate the sample size. Pinckaers et al. [14]
also pointed out memory limitations related to computing the
attention maps in ABMIL. Instead of using ABMIL, [14,(15]
propose a regular convolutional neural network (CNN) for
classification of the WSI. Here, the GPU memory limitations
are avoided by dividing the whole-slide-image into smaller
feasible tiles that sequentially can be processed by the CNN
using a technique called streaming [15] and gradient-check-
pointing [[13]].

3. METHOD

We start by introducing a few general concepts of ABMIL.
We follow [3]] and let B = {(z1,y1),.--, (Zn,yn)} denote
a bag of instances x; € X, and their corresponding instance
labels y; € {0, 1}. The instance-level labels are not known in
practice, only the label of the bag. Typically, the bag label is
positive if a single instance label is positive. We let

Jo it Ylyi=0
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denote the label of the bag. The objective of ABMIL is to
train a model that, given a bag of instances, can predict the
bag’s label. The model consists of: (i) a feature encoder
z; = fo(x;), parameterized by the weights 0, that transforms
an individual instance z; into some feature representation z;,
and (ii) an attention-pooling classifier y’ = g,(Z), parame-
terized by the weights ¢, that pools all feature representations

= {z1,..., 2, } and predicts a score, ' € [0,1] for the
bag-label. The loss of scoring a bag 3’ given the true label
y is computed using a loss function £(y,y’). The conven-
tional way of training ABMIL models is through variants of
stochastic gradient descent (SGD). The crucial step in SGD
is to compute the gradient of the objective-function, £, with
respect to the model’s parameters, 6 and . To avoid redun-
dant calculations, the gradient is computed in two phases: (i)
A feed-forward phase where a bag of instances is fed through

the network that predicts a bag-label. Feature activations for
each of the instances are stored in memory to be used in the
next phase. (ii) A back-propagation step where the gradient of
the objective function is computed with respect to all weights
in the network using the chain rule. The process is done it-
eratively, utilizing the stored activations from (i) to avoid re-
dundant calculations. The drawback with this strategy is that
activations from all instances in the bag are stored in com-
puter memory simultaneously, quickly filling it up.

Our training strategy builds on the observation that gra-
dient of the loss with respect to the parameters of the feature
extractor can be decomposed into several terms. Specifically,
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where 2\; = {2z1,...,2n}\{2:}. This suggests that 9 can

be computed with low requirements on GPU by using a type
of gradient-check-pointing technique. If we treat Z\; as a
constant, obtained by pre-evaluating f on corresponding in-
stances, the gradient in Eq. (I) can be computed without
simultaneously storing in memory activations from all in-
stances. In the extreme case we can simply (i) take a single in-
stance x;, (ii) feed it through f while in training mode, i.e., so
that activations are stored and available for back-propagation,
(iii) concatenate the output with Z\;, (iv) feed the concate-
nations {z;} U Z\; through g, (also in training mode), (v)
compute the loss and (vi) back-propagate. This effectively
computes one term in Eq. (I). Repeating it for all instances
and accumulating the terms would eventually yield the true
gradient. Importantly, with this gradient-accumulation strat-
egy, the gradient computations are not limited by the total
size of a bag, but merely on the size of a single instance. In
a practice, it more efficient to use small batches of instances
for training.

The gradient of the loss with respect to the attention-
pooling classifier’s parameters, ¢, is straightforward to com-
pute. Since the feature representations of the instances are
of a much lower dimension than the instances themselves,
they should to some limit fit the memory of a GPU, and we
can compute % by directly forwarding Z through g, and
back-propagate.

4. EXPERIMENTS

In a purely deterministic setting, the gradient accumulation
strategy should result in a gradient equivalent to as if we could
train with the entire bag at once. However, inconsistencies
may appear due to numerical errors. Furthermore, many deep
learning architectures include batch-normalizing layers. The
effect of these layers depend on the number of instances that
are simultaneously being forwarded through a network. Since
the proposed training strategy breaks up a bag of instances
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Fig. 1: Comparison of the training loss of the proposed train-
ing strategy, ABMIL-ACC-25%, with the training loss of con-
ventional training (ABMIL), to see if the two strategies con-
verge to the same solution. With (first row) and without (sec-
ond row) batch normalizing layers.

into smaller batches of instances, batch-normalization may
lead to inconsistencies.

We construct a series of experiments, using synthetic bags
from the publicly available datasets QMNIST [16] and Ima-
genette [[17], to further investigate if training with the pro-
posed gradient accumulation strategy is equivalent to training
with the full bag.

QMNIST-bags The original QMNIST dataset consists of
train and test sets, each with 60k images. We randomly with-
draw one third of the original QMNIST test set as a validation
set, keeping the other two thirds as a test set. The train set is
left unchanged. QMNIST-bags train, validation and test sets
are sampled from these QMNIST train, validation and test
sets correspondingly. We create each QMNIST-bags dataset
with bags containing an equal number of instances per bag
and where each instance appears at most once within a bag.
Key instances are images of the digit “9”. We perform exper-
iments with datasets containing 100, 30 and 60 bags for train-
ing, validation and test respectively, 500 instances per bag and
5% of key instances per positive bag. The images are resized
to 84 x 84 pixels using bilinear interpolation.

Imagenette-bags We generate Imagenette-bags dataset
from the Imagenette dataset containing train and test sets of
9479 and 3935 images correspondingly. We withdraw images
from the original train set to compose a validation set that con-
stitutes 20% of all the training data and a new train set from
remaining train images. Imagenette-bags train, validation and
test sets are sampled from such train, validation and test sets
correspondingly. During the creation of Imagenette-bags we
resize the images to the size of 112 x 112 pixels using bilin-
ear interpolation and perform a set of random augmentations
(see [12] for details) using Albumentations package [18].
Images of the class “golf ball” are selected as key instances.
We conduct experiments with the created dataset containing

300 bags for training, 60 bags for validation and test, 150
instances per bag and 30% of key instances per positive bag.

4.1. Implementation Details

For all of our experiments, we choose as the feature encoder,
fo, a small residual network (ResNetl8), and the attention-
pooling classifier, g,,, similar to the non-gated attention pool-
ing classifier in [19]]. Learning rate is set to 5- 1075, optimizer
is used as in [12]] for QMNIST-bags and weight decay is set to
10~3. We observe the moving average error with a window of
15 epochs on the validation set, find the window that has the
lowest average error, and save the model with the lowest vali-
dation error within this window. The total number of training
epochs is chosen observing convergence of train and valida-
tion errors in preliminary experiments; we let datasets to train
for 300 epochs. We denote models trained using the proposed
accumulation of gradients as ABMIL-ACC-a%, where « is
the percent of instances in a bag that we feed together through
our model.

5. RESULTS

5.1. Convergence comparison

First we compare convergence of a model trained using our
gradient accumulation strategy (ABMIL-ACC-25%) ver-
sus a model which uses conventional ABMIL training (i.e.,
ABMIL-ACC-100%, the whole bag on GPU memory). Fig
presents the training loss, binary cross entropy, of a model
trained using ABMIL-ACC and regular ABMIL, as well as
the relative difference in loss between the models. Here,
both models are initialized with the same weights and con-
tain batch-normalizing layers. As shown, the convergence
of the two methods is not identical. This discrepancy is
due to batch normalizing layers. In ABMIL-ACC, we ac-
cumulate the gradient by feeding small batches of instances
through the network, resulting in slightly different normal-
ization and a different convergence than regular ABMIL. We
repeat the same experiment without batch normalizing layers,
see Fig[I] (bottom row). Here, the loss decline is essentially
identical during the first 10 epochs; the relative difference is
less than 10~%, which is close to machine epsilon for single
floating-point precision. As the number of epochs increases,
numerical errors accumulate to such an extent that the two
methods eventually start to converge to different solutions.
It is therefore of interest to also evaluate the guality of the
solutions.

5.2. Quantitative comparison

Observing discrepancies in convergence due to batch normal-
ization computations and rounding errors, we want to further
investigate if the solutions obtained by accumulating the gra-
dients are qualitatively different from those using the con-



QMNIST ImageNette

1.00 ol e — ¥
SO0 By |
> ;
Ko :
o -
® Method { ¥
i0.75 9 ABMIL-ACC-3%
% [ V- ABMIL-ACC-25%
o ABMIL-ACC-50%
] #  ABMIL-ACC-100%
2 ; -l ABMIL-SAMPL-3%

0.50 * ABMIL-SAMPL-25%

ABMIL-SAMPL-50%

1.00 w = -
E . “ X
> " ! f f
2075, % # - ¥ i ‘
o : Y
O A
c I i i
+ 0.50 .
2% Jo |
9 !
2 0.25

0.00 =

25 50 100 25 50 100
Sampl. % during inference

Fig. 2: Test set performance on QMNIST-bags and
Imagenette-bags (larger is better). Top: Accuracy at the bag
level. Bottom: AUC at the instance level.

ventional ABMIL. To investigate this we consider the Ima-
genette and QMNIST datasets again. We repeat experiments
3 times, resampling datasets each time and training models
from scratch. To also evaluate the wall-clock training time,
we train models with different constraints on GPU memory
by changing the o parameter. We perform experiments with
a% equal to 25, 50 and 100 (where = 100 corresponds
to conventional ABMIL) for both datasets and additional %
equal to 3 for QMNIST.

Lastly, we compare bag-level accuracy, instance-level
AUC [12]], and training time, between models trained using
ABMIL-ACC, baseline ABMIL models trained using conven-
tional training, as well as models trained using the sampling
strategy presented in [[12]]. The method in [[12] performs sam-
pling both during training and during inference. We chose to
decouple the sampling during training and sampling during
inference to study their effect separately and apply inference
sampling on ABMIL-ACC variants too. The results are pre-
sented in Fig [2 for QMNIST-bags and Imagenette-bags. All
the variants reach high accuracy at the bag level unless infer-
ence sampling percent is 3 (for QMNIST-bags). Unsurpris-
ingly, the variants of ABMIL-ACC with harder constraints on
GPU memory (ABMIL-ACC-3% and ABMIL-ACC-25%)
require longer time to train (see Fig [3)), but converges to a
solution that is of the same quality (bag level accuracy, AUC
instance level) as the memory expensive original ABMIL
method.

Previously developed method ABMIL-SAMPL outper-
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Fig. 3: Time in seconds for training QMNIST-bags (top) and
Imagenette-bags (bottom) models using different strategies.

forms other methods in terms of AUC at the instance level
when sampling percent during training is 3, 25 or 50 and
inference sampling percent is 25 and higher. The effect
of sampling during inference is not prominent for current
datasets except for the case of 3% (see Fig 2), where per-
formance drops. Thus, we can conclude that sampling with
low percentage is beneficial for training but detrimental for
testing.

6. DISCUSSION AND CONCLUSION

By accumulatively computing the gradients we avoid the oth-
erwise often prohibitively expensive GPU-memory require-
ments of ABMIL and can train models end-to-end. The pro-
posed strategy proved slower in terms of wall-clock training
time, while it converges to a solution similar to the conven-
tional, GPU-expensive, way of training. As discussed in Sec-
tion[5.1] the discrepancy in solutions can be explained by dif-
ferences in batch-normalizing layers and accumulation of nu-
merical errors.

Surprisingly, the instance level AUC for models trained
using regular ABMIL or accumulation of gradients, ABMIL-
ACC, are significantly lower than models trained using the
sampling strategy in [[12]. Intuitively, one may expect that
training without sub-sampling should lead to a better perform-
ing model. We speculate that conventional training might
suffer from a type of “feedback-loop” phenomenon. Early
during training, the model decides to pick up on some char-
acteristic feature. The model’s parameters are then updated
so that similar types of features obtain more attention in con-
secutive epochs. Possibly, sub-sampling instances from a bag
introduces variations (a bit like drop-out) leading to a more
robust solution. This phenomenon, along with alternative ap-
proaches for attention-pooling, is something we want to in-
vestigate in the future.



(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

[9]

7. REFERENCES

Veronika Cheplygina, Marleen de Bruijne, and
Josien PW Pluim, “Not-so-supervised: a survey of
semi-supervised, multi-instance, and transfer learning
in medical image analysis,” Medical image analysis,
vol. 54, pp. 280-296, 2019.

Oded Maron and Tomas Lozano-Pérez, “A framework
for multiple-instance learning,” Advances in neural in-
formation processing systems, pp. 570-576, 1998.

Maximilian Ilse, Jakub Tomczak, and Max Welling,
“Attention-based deep multiple instance learning,” in
International conference on machine learning. PMLR,
2018, pp. 2127-2136.

Ming Y Lu, Drew FK Williamson, Tiffany Y Chen,
Richard J Chen, Matteo Barbieri, and Faisal Mahmood,
“Data-efficient and weakly supervised computational
pathology on whole-slide images,” Nature Biomedical
Engineering, vol. 5, no. 6, pp. 555-570, 2021, doi:
10.1038/s41551-020-00682-w.

Richard J Chen, Ming Y Lu, Drew FK Williamson,
Tiffany Y Chen, Jana Lipkova, Muhammad Shaban,
Maha Shady, Mane Williams, Bumjin Joo, Zahra Noor,
et al., “Pan-cancer integrative histology-genomic anal-
ysis via interpretable multimodal deep learning,” arXiv
preprint arXiv:2108.02278, 2021.

Bin Li, Yin Li, and Kevin W Eliceiri, “Dual-stream mul-
tiple instance learning network for whole slide image
classification with self-supervised contrastive learning,”
in Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, 2021, pp. 14318—
14328.

Olivier Dehaene, Axel Camara, Olivier Moindrot, Axel
de Lavergne, and Pierre Courtiol, “Self-supervision
closes the gap between weak and strong supervision in
histology,” arXiv preprint arXiv:2012.03583, 2020.

Gabriele Campanella, Matthew G Hanna, Luke Genes-
law, Allen Miraflor, Vitor Werneck Krauss Silva, Klaus J
Busam, Edi Brogi, Victor E Reuter, David S Klimstra,
and Thomas J Fuchs, “Clinical-grade computational
pathology using weakly supervised deep learning on
whole slide images,” Nature medicine, vol. 25, no. 8,
pp. 1301-1309, 2019, doi: 10.1038/s41591-019-0508-
1.

Philip Chikontwe, Meejeong Kim, Soo Jeong Nam,
Heounjeong Go, and Sang Hyun Park, “Multiple in-
stance learning with center embeddings for histopathol-
ogy classification,” in International Conference on Med-
ical Image Computing and Computer-Assisted Interven-
tion. Springer, 2020, pp. 519-528.

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

Chensu Xie, Hassan Muhammad, Chad M Vander-
bilt, Raul Caso, Dig Vijay Kumar Yarlagadda, Gabriele
Campanella, and Thomas J Fuchs, “Beyond classifica-
tion: Whole slide tissue histopathology analysis by end-
to-end part learning,” in Medical Imaging with Deep
Learning. PMLR, 2020, pp. 843-856.

Yash Sharma et al., “Cluster-to-conquer: A framework
for end-to-end multi-instance learning for whole slide
image classification,” in Medical Imaging with Deep
Learning. PMLR, 2021, pp. 682-698.

Nadezhda Koriakina, NataSa Sladoje, and Joakim Lind-
blad, “The effect of within-bag sampling on end-to-
end multiple instance learning,” in 2021 12th Inter-
national Symposium on Image and Signal Processing
and Analysis (ISPA). 1IEEE, 2021, pp. 183-188, doi:
10.1109/ISPA52656.2021.9552170.

Tianqi Chen, Bing Xu, Chiyuan Zhang, and Carlos
Guestrin, “Training deep nets with sublinear memory
cost,” arXiv preprint arXiv:1604.06174, 2016.

Hans Pinckaers, Wouter Bulten, Jeroen van der Laak,
and Geert Litjens, “Detection of prostate cancer in
whole-slide images through end-to-end training with
image-level labels,” IEEE Transactions on Medical
Imaging, vol. 40, no. 7, pp. 1817-1826, 2021.

Hans Pinckaers, Bram van Ginneken, and Geert Lit-
jens, “Streaming convolutional neural networks for end-
to-end learning with multi-megapixel images,” IEEE
Transactions on Pattern Analysis and Machine Intelli-
gence, 2020.

Chhavi Yadav and Leon Bottou, “Cold case: The lost
mnist digits,” in Advances in Neural Information Pro-
cessing Systems, H. Wallach, H. Larochelle, A. Beygelz-
imer, F. d'Alché-Buc, E. Fox, and R. Garnett, Eds. 2019,
vol. 32, Curran Associates, Inc.

Jeremy Howard, “Imagewang,” https://github.
com/fastai/imagenette/.

Alexander Buslaev et al., “Albumentations: Fast and
flexible image augmentations,” Information, vol. 11, no.
2, 2020, doi: 10.3390/info11020125.

Jiayun Li, Wenyuan Li, Arkadiusz Gertych, Beat-
rice S Knudsen, William Speier, and Corey W Arnold,
“An attention-based multi-resolution model for prostate
whole slide imageclassification and localization,” arXiv
preprint arXiv:1905.13208, 2019.


https://github.com/fastai/imagenette/
https://github.com/fastai/imagenette/

	1  Introduction
	2  Related work
	3  Method
	4  Experiments
	4.1  Implementation Details

	5  Results
	5.1  Convergence comparison
	5.2  Quantitative comparison

	6  Discussion and conclusion
	7  References

