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Abstract—Cyber intrusion attacks that compromise the users’
critical and sensitive data are escalating in volume and intensity,
especially with the growing connections between our daily life
and the Internet. The large volume and high complexity of such
intrusion attacks have impeded the effectiveness of most tradi-
tional defence techniques. While at the same time, the remarkable
performance of the machine learning methods, especially deep
learning, in computer vision, had garnered research interests
from the cyber security community to further enhance and au-
tomate intrusion detections. However, the expensive data labeling
and limitation of anomalous data make it challenging to train
an intrusion detector in a fully supervised manner. Therefore,
intrusion detection based on unsupervised anomaly detection is
an important feature too. In this paper, we propose a three-stage
deep learning anomaly detection based network intrusion attack
detection framework. The framework comprises an integration of
unsupervised (K-means clustering), semi-supervised (GANomaly)
and supervised learning (CNN) algorithms. We then evaluated
and showed the performance of our implemented framework
on three benchmark datasets: NSL-KDD, CIC-IDS2018, and
TON IoT.

Index Terms—Anomaly Detection, Intrusion Detection, Deep
Learning, Unsupervised Learning, Neural Networks

I. INTRODUCTION

Internet based systems are becoming an integral part of the
everyday life with the advancements in networking [1] and
AI [2]. With increased connectivity and technology adoption,
there are rising concerns in cyberattacks. Intrusion detection
systems serve as an important defense against cyberattacks, to
identify network threats and enable appropriate measures to be
taken. Intrusion detection systems based on anomaly detection
adopt different approaches such as [3], [4] to handle various
types of challenges and datasets [5]. Anomaly is essentially a
deviation from the rest of the normal data points or network
traffic patterns. The similarity among key features of normal
samples can be quantified to distill the anomalous ones.
Various supervised learning methods [4], [6] were proposed
for this anomaly detection problem. The main challenge is
the need to generate a large dataset with annotated labels [7].
To alleviate the need of such a large labeled training dataset,
unsupervised learning methods are proposed in the literature
for anomaly detection [8]–[12].

In this work, we propose an intrusion detection framework
using unsupervised anomaly detection that integrates the clus-
tering and deep learning techniques. It consists of three stages:
The first stage separates the more obvious anomalies from the
normal samples using K-means clustering. These remaining

“normal” samples are sent to the second stage, to further
identify the anomalies through the adaption of the GANomaly
[13]. GANomaly learns the compressed representation of the
input data sample and computes the difference between such
data representation and its reconstructed representation. The
anomalies are identified if their reconstructed error is larger
than the threshold. For the first two stages, we assume that the
anomalies do not dominate the dataset statistically, which is
the notion of an anomaly [14]. We also propose a final-stage
Convolutional Neural Network (CNN) classification model.
This stage is useful for attack type analysis in the event
that annotated attack types are available. We evaluate the
performance of our proposed framework on NSL-KDD, CIC-
IDS2018, and TON IoT datasets.

The rest of the paper is organized as follows. Section
II reviews the related works. The details of the proposed
framework is presented in Section III. The experimental setup
and dataset details are discussed in Section IV. The results are
presented and discussed in Section V. Section VI concludes
the paper.

II. RELATED WORKS

Many different approaches for anomaly detection and intru-
sion detection are found in literature. Mighan and Kahani [6]
proposed a combination of stacked auto-encoder network and
classifiers such as Support Vector Machine (SVM), Random
Forest (RF). Kim et. al proposed a semi-supervised method
called reconstruction along projection pathway (RaPP) for
novelty detection in [3]. This method utilized the activation
values for hidden space by feeding the auto-encoder its re-
constructed input. A hybrid intrusion detection method was
proposed in [4] which uses a combination of K-means and RF
for initial identification of normal and anomaly samples. CNN,
Long-Short-Term-Memory (LSTM) were used to identify the
attack category of the samples. The evaluation was performed
on NSL-KDD and CIC-IDS2017 datasets. These methods are
based on the completely supervised setup and hence require
large number of labeled anomalous samples. However, it is
not always possible to have such sufficiently large labeled
training dataset. Hence, efforts were focused on to propose
unsupervised algorithms for anomaly detection problems.

Guo et al. developed a gated recurrent unit and gaus-
sian mixture VAE scheme in [8] to address the challenge
of anomaly detection in IoT systems. Robust unsupervised
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anomaly detection methods proposed in [9] by Fan et al.
combines convolutional AE and Gaussian process regression
for feature extraction and anomaly removal from noisy data.
Unsupervised anomaly detection method integrating sub-space
clustering and one-class SVM is proposed in [10] by Pu et
al. and the performance is verified on the NSL-KDD dataset.
Boniol et al. propose an unsupervised subsequence anomaly
detection method which performs domain-agnostic anomaly
detection in [11]. The method proposed in [12] by Li et
al. combines clustering and AE for completely unsupervised
anomaly detection. Continuous representation learning and
reconstruction error calculation through iterations between
these two steps provide consistent performance across datasets.

According to the survey [5], deep learning methods improve
the recall for the anomaly detection problem. Therefore, deep
learning methods are preferred for the anomaly detection
problem in the recent literature [5]. To identify the types of the
anomalies, at least a partially trained classification network is
necessary in the framework. Through a combination of unsu-
pervised, semi-supervised and supervised learning methods in
our framework, we aim to address the limitations present in
supervised and unsupervised learning methods individually.

III. INTRUSION DETECTION FRAMEWORK

We will first formally formulate the problem for the
anomaly detection.

A. Problem Formulation
Let D = {xi}, i = 1, . . . ,K , x ∈ Rn be the entire dataset

of the input data samples including the anomalies and normal
samples. The objective of the anomaly detection in the second
stage of the framework is to generate anomaly scores hi to
classify the samples xi based on a threshold th such that:

yi =

{
0, if hi < th

1, if hi ≥ th

where yi are the predicted labels. yi = 1 indicates that the
sample xi is an anomaly and yi = 0 indicates that the
sample xi is normal sample. The details about the score hi

are discussed in Sec.III-C
We will now describe the three stages from the intrusion

detection framework.

B. Stage 1: Pre-processing and Clustering
1) Pre-processing: Prior to performing the clustering step,

the input data needs to undergo some pre-processing. The
datasets may contain categorical features which are converted
to ordinal numeric values. For example, if a categorical feature
has 70 distinct values, the numeric equivalents between [1,70]
with a step size of 1 will be assigned to the features. For
normalization, in this paper, we adopt min-max normalization
method to map the values to the range [0,1].

2) Clustering: The k-means clustering algorithm is utilized
here to identify the normal data samples. The main idea here is
to select k samples as cluster centers. Then, we calculate the
distance between the sample points and the cluster centers.
Each point will be assigned a cluster such that the distance
between that cluster center and the point will be the least.

These steps will be repeated until a prior defined stopping
criterion is satisfied. The distance referred in the k-means
algorithm is the Euclidean distance.

Once the clustering process finishes, it is critical to select
the most probable normal data samples for the training of
the adversarial network in the second stage. For this selection
process, we consider two selection factors: the cluster size C
and the cluster variance. The rationale behind opting for these
two factors is the assumption that the normal samples will
form larger clusters with smaller cluster variance [12]. Thsz

and Thvar represent the selection criterion for the cluster size
and variance respectively. First, only the clusters with size
greater than Thsz will be the eligible clusters for the normal
sample selection. Within each eligible cluster m with cluster
size Cm, only the Thvar × Cm samples closest to the center
of the cluster will be selected and added to the training set of
probable normal samples for the next stage of the framework.
The complete training set is formed by combining the probable
normal samples from each eligible cluster.

C. Stage 2: Generative Adversarial Network

For the anomaly detection in the second stage, we have
adapted the Generative Adversarial Network(GAN) based
anomaly detection network proposed by Samet et al. in [13].
GANomaly network mainly consists of three sub-networks.
The first sub-network is an auto-encoder style generator net-
work with an encoder and decoder. The purpose of the gener-
ator is learning the input data representation through encoder
and reconstruction of the input data through the decoder. The
second sub-network consists of an encoder network which
downscales the reconstructed data from the first sub-network.
The encoder in this sub-network is architecturally identical to
the encoder in the first sub-network. The discriminator network
in the third sub-network has the objective of identifying the
input and reconstructed data as real or fake. The objective
function of the network is as follows:

L = wadvLadv + wconLcon + wencLenc

where wadv , wcon and wenc are the parameters that adjust
the impact of the individual losses Ladv , Lcon and Lenc,
respectively. The adversarial loss Ladv is calculated between
the feature representation of original and reconstructed data.
The contextual loss Lcon is calculated between the input data
and the reconstructed data. The encoder loss Lenc is calculated
between the compressed vector representations of the input
and reconstructed data.

The network in [13] is primarily designed for image inputs
and evaluated with image datasets. Therefore, their implemen-
tation utilizes 2-D convolutions and 2-D transposed convolu-
tions which are designed to identify the spatial relationships
between the adjacent pixels within the image data [15].
However, our proposed framework mainly handles the network
traffic data which does not have any spatial relationship, as
we assume that each captured feature is independent and its
position within the input sample vector is not significantly
relevant. Hence, unlike the 2-D convolutions in [13], the 1-D
convolutions and 1-D transposed convolutions are utilized in



this paper to implement GANomaly in the second stage of the
framework. During the prediction stage, the encoder loss Lenc

is used for generating the anomaly score of each sample. The
equation for calculating Lenc is as follows [13]:

A(x̂) = ||GE(x̂)− E(G(x̂))||
where for each test sample x̂, A(x̂) is the anomaly score,
GE(x̂) is the compressed vector of the input and E(G(x̂)) is
the compressed vector of the reconstruction of the input data.
The anomaly scores S = {si : A(zi), zi ∈ Z} are calculated
and feature scaling is applied as shown in the formula below to
scale the anomaly scores within the probabilistic range [0,1].

hi =
si −min(S)

max(S)−min(S)
where the score hi is the anomaly score referred in the problem
formulation.

D. Stage 3: Convolutional Neural Network
In the last stage, we designed a CNN model to classify

the anomalies in their respective categories. This CNN mainly
consist of an input layer, a few convolutional and pooling
layers, fully connected layers. The convolution between data
and the kernels extracts the features in the convolution layer.
Through multiple convolutional layers, many hidden features
can be extracted to assist in the classification. To have the
more abstract and higher level of features, pooling layers are
used on the learned representations. In this paper, we use
maxpooling which selects the maximum value from the set of
selected feature map values to reduce the overall computations.
Rectified Linear Unit (ReLU) will be used as the activation
function. In fully connected layer, the activation of each neuron
is calculated by comparing the weighted sum of its inputs with
a threshold. This neuron is connected to all activations from
the previous layer. The general network structure of the CNN
used in this paper is shown in Fig. 1.

Fig. 1: CNN Structure

The input and output shape parameters depend on the
dataset used as the number of distinct attack categories for
each dataset is different. The numeric values in the bracket
for 1D Convolution correspond the number of kernels and the
size of each kernel, respectively. The numeric value in the
bracket for 1D Max-pooling refers to the pooling size. The
Natt corresponds to the number of attack categories present
in the dataset.

The training of the CNN stage is performed offline. That is,
the CNN used in the framework is trained using the labeled
samples from the three datasets used in this paper. Though
the label information is not utilized for the first two stages
of framework, to train the CNN for classification, the label
information is necessary. As the input to this third stage are

only the anomalies identified from the second stage, training
of the CNN was performed using only the anomaly samples
of different attack categories i.e. training/test data did not
have any normal or benign samples. Adam optimizer and
categorical cross-entropy is used for calculating loss function.

The distribution of training sets for different attack cate-
gories may not be even which may impact the performance
as the samples from the majority classes will dominate the
training process. To address the type imbalance problem,
ADASYN [16] will be used in this paper. ADASYN is an
oversampling algorithm that adaptively generates the samples
from the minority class, depending on the probability distri-
bution of the minority class.

IV. EXPERIMENTAL SETUP

The performance of the proposed framework will be eval-
uated using the three datasets: NSL-KDD [17], CIC-IDS2018
[18] and TON IoT [19]. We will briefly describe each dataset.
• NSL-KDD [17]: NSL-KDD dataset is designed to over-

come certain inherent issues from the KDD99 dataset such
as redundant, duplicate records; availability of sufficient
records in different difficulty levels; and reasonable number
of records in both training and testing dataset. There are
total 43 features within the dataset.

• CIC-IDS2018 [18]: CIC-IDS2018 dataset includes the sys-
tem logs of multiple machines and captures of their network
traffic, with total 80 features extracted from the captured
network traffic. The timestamp feature was dropped from the
dataset as ideally the anomaly detection or attack category
identification should not depend on the timestamp. There
are total 14 attack types.

• TON IOT(Windows10) [19]: This dataset consists of net-
work traffic captured from the different IoT and IIoT sensors
with Linux and Windows system trace datasets collected
from the hosts running the corresponding operating systems.
In this paper, we are using the Windows 10 dataset which is
collected using the Performance Monitor Tool on Windows
10 systems. The dataset collected activities of desk, process,
processor, memory and network activities from the Windows
10 systems. There are total 124 features available within
the dataset. The timestamp feature was dropped from the
dataset as ideally the anomaly detection or attack category
identification should not depend on the timestamp. There
are total 7 attack types.

The sample distribution details of all three source datasets is
given in TableI.

TABLE I: Sample distribution for source datasets
Dataset Normal Samples Anomalous Samples

NSL-KDD 76432 66684
CIC-IDS2018 2856035 1669364

TON IoT (Win10) 10000 11104

We will now describe the overall experimental design.
Though all the three datasets are labeled, for the first two
stages of the framework, the label information will be dropped
and will not be used for training the algorithm. Therefore, the
combination of the first two stages of the framework will be
unsupervised. For the anomaly detection problem (Stage 1 and



Stage 2 of the framework), the different attack categories will
be treated under single anomaly “Attack” category.

To rigorously evaluate the effectiveness of the algorithms for
anomaly detection, the experiment was designed in the follow-
ing manner: First, from NSL-KDD dataset, 5 non-overlapping
subsets are created randomly. Each subset is referred to as
a SampleSet. The normal and anomalous samples in each
SampleSet are picked completely randomly from the main
NSL-KDD dataset. There is no overlap between either normal
or anomalous samples among the SampleSets. The number of
normal and anomalous samples in each SampleSet is identical.
Anomaly percentage in each SampleSet is maintained around
10. Next, for each SampleSet, 3-fold cross-validation(CV)
is performed. The final result is the average of CV results
obtained for each SampleSet.

Kindly note that only NSL-KDD dataset is mentioned in the
above steps, but these steps are followed for the evaluation
of CIC-IDS2018 and TON IoT datasets. The size of each
SampleSet for the three datasets is given in Table II.

TABLE II: SampleSet Distribution for the three datasets. There are
total 5 non-overlapping SampleSets for each dataset.

Dataset Normal
Samples

Anomaly
Samples

Total
Count Anomaly%

NSL-KDD
SampleSet 13460 1500 14960 10.03

CIC-IDS2018
SampleSet 20000 2230 22230 10.03

TON IoT(Win10)
SampleSet 1948 217 2165 10.02

For the proposed framework, we perform an independent
experiment for each SampleSet and following is a description
of the experimental process: We apply 3-fold CV which
provides us with the training and test sets for each SampleSet.
The training phase in our proposed framework involves the
first two stages as detailed in Section III. In Stage 1, the
training data is assumed as unlabeled and our clustering
methodology is applied to first identify the normal samples.
The output labeled normal samples is then used as training
input to the GANomaly detector in Stage 2. In the testing
phase, the above trained GANomaly detector will be directly
used to label the data in the test sets.

For the third stage of the framework, each anomaly will
be further classified into its corresponding attack category and
therefore, individual attack categories are considered for the
third stage. The details regarding the training and evaluation
of the CNN in the third stage are discussed in the Sec.V-B.

A. Evaluation Metrics
For the anomaly detection, there are multiple evaluation

metrics available such as accuracy, precision, recall etc. As
the number of anomalous samples is smaller compared to the
normal samples, the accuracy may not be an ideal metric. We
adopt True Positive Rate (TPR), False Positive Rate (FPR),
and area under the Receiver Operating Characteristics curve
(AUC) as evaluation metrics.

True positive rate is the ratio of the number of data samples
correctly predicted as attacks to the total number of attack
samples present in the dataset. True positives refer to the

number of attack samples correctly predicted as attacks by
the model and false negatives are the number of the attack
samples incorrectly predicted as normal by the given model.
False positive rate is the ratio of the number of normal
samples incorrectly identified as attacks to the total number
of normal samples present in the dataset. False positives are
the number of the normal samples incorrectly predicted as
attacks by the model, and true negatives are the number of the
normal samples correctly predicted as normal by the model.
In addition, receiver operating characteristic(ROC) curve [22]
is used to evaluate the anomaly detection results.

For evaluating the CNN, we will calculate the log-loss for
the multi-class classification.

B. Baselines
The baseline for the performance will be established using

the KMeans algorithm, the OneClass Support Vector Machine
(OCSVM) algorithm and the GANomaly algorithm. We will
now briefly explain baseline algorithms.
KMeans Clustering: KMeans clustering method in general is
described in Sec.III-B. For baseline only KMeans clustering,
first the KMeans clustering is performed on the input data.
Based on the predefined threshold of cluster size, clusters
with size smaller than the threshold are identified as anomaly
clusters and all the samples within that cluster are identified
as anomalies [20]. By setting different cluster size threshold,
distinct TPR and FPR values are obtained to plot ROC curve.
OCSVM: OCSVM method is an extension of Support Vector
Machine (SVM) method. It is a method suitable for handling
unlabeled data [21].
GANomaly: The GANomaly network used for baseline com-
parison is identical to the one described in Sec.III-C in the
proposed framework.

For baseline OCSVM and GANomaly, the entire training set
will be used during the training phase. During the test phase,
the test dataset will be used for the evaluation.

C. System Setup
The entire framework is implemented in Python. Even

though the Pytorch source code for GANomaly is available in
[13], that implementation is only suitable for 2D image data.
Therefore, we have implemented the GANomaly suitable for
1D data in Keras with Tensorflow backend. Similarly, CNN
in the third stage is implemented in Keras with Tensorflow
backend. Experiments were performed on the system with
Ubuntu 20.04 OS, 16-core CPU, 64GB RAM and Nvidia
RTX 3070 GPU. The time taken for anomaly detection per
sample is about 130-140ms. For CNN, the resampling notably
increases the training time as the number of training samples
increases significantly. The training time per epoch for NSL-
KDD dataset, CIC-IDS2018 and TON IoT dataset is about
32s, 35s and 8s, respectively.

V. RESULTS

We will first evaluate the anomaly detection with the output
from the stage 2 of the framework through the AUC and TPR-
FPR comparison.



A. Anomaly Detection

The mean of the results by the area under the ROC curve
(AUC) for each method and for all the three datasets across
the different SampleSets is summarized in Table III. The bold
values indicate the maximum AUC value for that dataset.

TABLE III: Area under the ROC curve (AUC)

Dataset
Method KMeans GANomaly OCSVM Proposed

Method
NSL-KDD 0.794 0.887 0.977 0.916

CIC-IDS2018 0.661 0.688 0.446 0.703
TON IoT(Win10) 0.793 0.889 0.756 0.918

It can be observed from the results, that the AUC of the pro-
posed framework is generally better than rest of the algorithms,
except for the case of OCSVM algorithm in the NSL-KDD
dataset. The relatively inferior performance of OCSVM in case
of CIC-IDS2018 and TON IoT dataset could be attributed to
the presence of anomalous samples in the training data. Ideally,
the OCSVM algorithm should trained using samples from only
a single class for effective anomaly detection. Since that is not
the case for our training set, the performance of OCSVM is
relatively inferior than our proposed algorithm. Interestingly,
despite the presence of anomalous samples in the training set,
the OCSVM still outperforms rest of the algorithms in case
of NSL-KDD dataset. It is possible that specifically in case
of NSL-KDD dataset, the number of normal samples in the
training set are sufficient for OCSVM to perform effective
anomaly detection.

Even though the baseline GANomaly is same as the
GANomaly used in the Stage 2 of the proposed framework,
the performance of the proposed framework is consistently
better than the baseline GANomaly. As mentioned in Sec.
III-C, the training of GANomaly needs to be performed using
the non-anomalous samples. The GANomaly in our framework
is trained with the normal samples identified from the training
set in the Stage 1 of our framework whereas the baseline
GANomaly is trained using the entire training dataset, which
explains the better performance of our proposed framework.

The comparison results for the overall mean TPR-FPR are
shown in Table IV. The bold values within a row indicate
the highest TPR and lowest FPR for that particular dataset.
KMeans and OCSVM both have highest TPR for NSL-KDD
dataset. Though KMeans algorithm has the highest TPR even
for CIC-IDS2018 and TON IoT(Windows 10) datasets, its
FPR is also high for those datasets. GANomaly provides
lowest FPR for CIC-IDS2018 dataset. Proposed method has
the lowest FPR for NSL-KDD and TON IoT datasets. Our
proposed method generally performs comparably or relatively
better than the state-of-the-art methods.

B. CNN Results

The training process of the CNN in the third stage is
performed independently. The number of samples for each
dataset prior to resampling is shown in Table VI. For NSL-
KDD, before resampling, the number of training samples for
U2R is significantly lower than that of DoS attacks.

TABLE VI: Number of Samples for each dataset. From left to right:
NSL-KDD, CIC-IDS2018, TON IoT

Type Samples
DoS 44371

Probe 11356
R2L 925
U2R 32

Type Samples
Infiltration 17000

DoS 58000
Bruteforce 34000

Web 784
Bot 17000

DDoS+PortScan 35300

Type Samples
DDoS 3775
DoS 375

Injection 475
XSS 750

Password 2625
Scanning 325
MITM 57

For CIC-IDS2018 dataset, the 14 attack types are classified
into 6 broad attack categories as per the dataset details [18].
The number of training samples available for Web Attack is
significantly lower compared to the other attack types.

For TON IoT Windows10, before resampling, very few
samples for MITM attack are available for training compared
to rest of the attack types.

As mentioned in Sec. III-D, for such cases of imbalanced
datasets, resampling technique such as ADASYN are useful
to improve the sample availability for minority classes during
the training. After the resampling technique ADASYN is
applied, the number of samples for each attack category was
approximately made equal to the maximum number of samples
for a single category prior to the resampling.

The log-loss results for CNN are shown in Table V. To
show the classification effectiveness of the CNN model, we
are comparing the CNN log-loss against the naı̈ve or base log-
loss. The base log-loss is calculated by making the predictions
based on the sample distributions in the training set for
each dataset, prior to the resampling. The base log-loss value
depends on the number of classes and the prevalence of the
samples in each class in training dataset.

As seen in the Table V, the CNN log-loss is better than
the base log-loss for all three datasets. The lower NN log-
loss values compared to the base log-loss indicate that the
prediction probabilities of CNN are closer to the corresponding
true values. To examine the CNN classification in more detail,
we will now look at the confusion matrix for each test dataset.

The attack category classification for each test dataset is
shown in Fig. 2, 3 and 4 for NSL-KDD, CIC-IDS2018 and
TON IoT (Win10) datasets, respectively. The true labels are
on the Y-axis and the predicted labels are on the X-axis. The
test dataset for the evaluation of CNN stage is different from
the test dataset of the anomaly detection stage.

For NSL-KDD, the test dataset within the NSL-KDD is used
as the test dataset for the NSL-KDD evaluation. As shown
in Fig. 2, despite having low number of samples prior to
resampling in the training set, R2L classification shows decent
accuracy. The classification for the U2R is least accurate
(≈62%) which can be a result of its extremely low number of
samples available in the training set prior to oversampling.

For CIC-IDS2018, the classification across different classes
is generally accurate as shown in Fig 3. The only significant
mis-classifcation is for the Bruteforce attack samples getting
classified as DoS attacks. As both attack categories had
sufficient samples in the training dataset prior to oversampling,
the reason for the mis-classification could be attributed to the
similarity in their features.



TABLE IV: TPR-FPR Comparison
Method

KMeans GANomaly OCSVM Proposed Method
Dataset TPR FPR TPR FPR TPR FPR TPR FPR

NSL-KDD 0.999 0.367 0.859 0.163 0.999 0.444 0.865 0.132
CIC-IDS2018 0.717 0.368 0.618 0.219 0.472 0.504 0.677 0.243

TON IoT(Win10) 0.998 0.34 0.86 0.19 0.977 0.448 0.872 0.142

TABLE V: Log-loss for Stage 3: CNN

Dataset Base
Log-loss

CNN
Log-loss

NSL-KDD 0.5931 0.1787
CIC-IDS2018 1.5268 0.1388

TON IoT (Win10) 1.375 0.013

Fig. 2: Confusion Matrix for CNN: NSL-KDD Dataset

Fig. 3: Confusion Matrix for CNN: CIC-IDS2018 Dataset

For TON IoT (Windows10), the number of available sam-
ples are split as 70%-30% for training and test dataset prior
to the resampling process. As shown in Fig.4, the test per-
formance achieves ≈99% accuracy as the CNN is able to
efficiently capture the features within the dataset.

Fig. 4: Confusion Matrix for CNN: TON IoT (Windows10) Dataset

VI. CONCLUSION

We proposed a three-stage deep learning anomaly based
intrusion detection framework by integrating unsupervised (K-
means clustering), semi-supervised (GANomaly) and super-
vised (CNN) learning methods. We implemented and eval-
uated the performance of our framework on three datasets:
NSLKDD, CIC-IDS2018, and TON IOT (Win10). Our pro-
posed work achieved better FPR with comparable TPR perfor-
mance when evaluated against state-of-the-art methods. As fu-
ture work, parallelization and utilization of advanced machine
learning algorithms can be explored for further performance
enhancement.
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