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Parallel Distribution of an Inner Hair Cell and
Auditory Nerve Model for Real-Time Application

Robert James , Student Member, IEEE, Jim Garside , Luis A. Plana , Andrew Rowley ,
and Steve B. Furber , Fellow, IEEE

Abstract—This paper summarizes recent efforts in implement-
ing a model of the ear’s inner hair cell and auditory nerve on a
neuromorphic hardware platform, the SpiNNaker machine. This
exploits the massive parallelism of the target architecture to obtain
real-time modeling of a biologically realistic number of human au-
ditory nerve fibres. We show how this model can be integrated with
additional modules that simulate previous stages of the early au-
ditory pathway running on the same hardware architecture, thus
producing a full-scale spiking auditory nerve output from a single
sound stimulus. The results of the SpiNNaker implementation are
shown to be comparable with a MATLAB version of the same model
algorithms, while removing the inherent performance limitations
associated with an increase in auditory model scale that are seen in
the conventional computer simulations. Finally, we outline the po-
tential for using this system as part of a full-scale, real-time digital
model of the complete human auditory pathway on the SpiNNaker
platform.

Index Terms—Neuromorphic computing, auditory pathway
modeling, inner hair cell, auditory nerve, SpiNNaker, real-time
simulation.

I. INTRODUCTION

THE mammalian ear extracts many useful features from a
sound stimulus that have been essential in evolutionary

survival. Such attempts to replicate these capabilities using var-
ious methods of frequency analysis and computer algorithms
currently cannot match human performance in a range of hear-
ing tasks [1]–[3]. It is believed that the brain’s unique encoding
of sound to spiking neuron action potentials, and the non-linear
adaptive response of the inner ear, are contributing factors to
what enables us to perform fast and efficient sound processing
[4]. On a fundamental level the brain’s capabilities of perform-
ing cognitive tasks on a low power budget are made possi-
ble by the interactions between spiking neurons arranged in
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Fig. 1. A simplified inner hair cell with afferent auditory nerve fibres inner-
vating the base of the cell. It performs mechanotransduction in the inner ear,
converting physical hair displacement to auditory nerve action potentials.

complex massively parallel networks. This parallelism also fea-
tures in stimulus representations on the brain’s sensory path-
ways. We postulate that this full scale of parallelism should be
replicated when modelling such sensory systems. This model
can be used to gain a better understanding of the mechanisms
in the auditory sensing brain that explains human level hearing
performance. To achieve a biologically realistic model of the
complete mammalian ‘auditory pathway’ is the aim of this (and
further) research.

A. The Auditory Pathway

The auditory pathway begins with a sound pressure wave
travelling into the outer ear and eventually displacing the Tym-
panic Membrane (TM) which separates the outer and middle
ear. Inside the middle ear the TM connects to the cochlea via
three ossicle bones to continue (and amplify) this displacement
into the inner ear cochlea. The cochlea is a coiled, liquid-filled
organ that converts the TM displacement into a series of travel-
ling waves along its distance, from base to apex. The frequency
components of the sound stimulus dictate the location along
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Fig. 2. An uncoiled cochlea (right) with parallel auditory nerve fibres innervating single inner hair cells along the cochlea. The spiking activity due to two
stimulus frequency components: High Frequency (HF) and Low Frequency (LF) can be seen in the corresponding auditory nerve fibres.

the cochlea that will experience the most displacement along
its Basilar Membrane (BM). High frequencies are absorbed at
the basal regions and progressively lower frequencies reach the
apical regions of the cochlea. The cochlea is lined with many
motion sensitive cells, known as Inner Hair Cells (IHCs), that
detect the localised displacements of the BM.

Fig. 1 shows the structure of an IHC and the afferent Audi-
tory Nerve (AN) fibres that innervate each IHC. The stereocilia
‘hairs’ at the top of the cell move according to the motion of
nearby regions of the BM. When the stereocilia move in the
axis of sensitivity they allow an influx of calcium ions (Ca2+)
to enter the cell body. This influx (of Ca2+) increases the like-
lihood of neurotransmitter release from the containing vesicles
at the ‘active regions’ around the bottom of the IHC where AN
fibres innervate the cell membrane. A release of vesicle neu-
rotransmitter causes an action potential (spike) to occur in the
corresponding AN fibre.

Fig. 2 shows a diagram of an uncoiled cochlea; it illustrates
how specific characteristics of a sound stimulus are represented
by spiking activity in AN fibres. The implementation featured
in this work is based on a section of a model of the auditory
pathway: the Inner Hair Cell and Auditory Nerve (IHC/AN).
The IHCs act as the ‘biological transducers’ in the ear, con-
verting physical sound-produced displacements into a corre-
sponding spike code signal on the auditory nerve. Our method
to model this process digitally is based on the algorithm de-
scribed by Sumner et al. [5]. An overview of this algorithm
and how this corresponds to believed biological processes is
outlined in Section II-A. To model the functionality of all the
IHCs in a cochlea on conventional computer hardware the out-
put for each IHC would have to be generated serially. However
such a system can be described as being ‘embarrassingly par-
allel’, where the processing of each individual node (an IHC
model) does not depend on any other node. Therefore we can
model all IHCs in a concurrent fashion. This research effort uses
a massively parallel neuromorphic hardware platform to per-
form this simulation in a biologically inspired fashion. A single
frequency-band BM ‘channel’ will act as an input to an in-
stance of the IHC/AN model, where many parallel instances are

distributed across the same machine thus modelling all IHCs at
once.

The human auditory brainstem is fed by approximately
30,000 AN fibres from each cochlea. There are around ten AN
fibres that innervate each inner hair cell, each with slightly dif-
ferent characteristic responses defined by their ‘spontaneous
rates’ [6]. We argue that the number and variety of AN fibres
that make up the cochlea output is vital in allowing the brain to
represent sound features to the optimum spectrotemporal res-
olution and generalised representation in the auditory cortex.
This is based on results obtained by Bronkhorst and Plomp [4]
& Festen and Plomp [7] in studies that show subjects with sen-
sorineural hearing loss (a reduced number of functioning AN
fibres) fail to perform as well as normal hearing subjects across
a range of speech reception experiments.

B. Motivations for a Neuromorphic Approach

A conventional computer simulation can be carried out for
large scale auditory models, albeit with a compromise in pro-
cessing time. Therefore we take this opportunity to outline our
main motivations for using a neuromorphic hardware platform
for these kind of experiments.

Firstly, we highlight the importance of ‘in-the-loop’ experi-
mentation on complex systems such as large scale Spiking Neu-
ral Networks (SNNs). If the user is given rapid feedback from
their experimental setup then they stand a much higher chance
of understanding what it is that they are observing. Specifically,
in the case of SNNs, the complex dynamics associated with pop-
ulations of neurons can be increasingly difficult to understand
when the scale of a network is increased. By experimenting
with a Real-Time (RT) system the relevant model parameters
can be updated to converge on a stable, realistic simulation. This
can ultimately be used to answer fundamental questions on how
spike-based cognition is performed in biological organisms.

Secondly, we are interested not only in modelling the biologi-
cal process of converting sound into a spiking signal in the early
stages of the mammalian auditory pathway, but also how such a
spiking signal is further interpreted by the brain. We propose an
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approach to model later stages of the auditory pathway and cor-
tical regions of the brain on the same simulation platform, thus
providing an efficient, highly parallel interface between sensory
models and the SNNs that infer information from them.

Finally, we postulate the importance of the descending projec-
tions that feature between stages of the auditory pathway, even
as low down as the efferent fibres that innervate the cochlea
Outer Hair Cells (OHCs). It has been shown that descending
projections may be providing useful feedback modulation to the
incoming sound representation, ‘tuning’ the representations of
learnt salient stimuli [8] and producing stimulus-specific adap-
tation in sensory neurons [9]. Therefore, if we are to gain a full
understanding of the auditory system we must model it com-
plete with multiple feedback projections. Implementing such
connectivity across a large complex system in a computer simu-
lation becomes an increasing burden on system communication
resources. On our chosen hardware architecture, by using the
novel one-to-many ‘multi-cast’ message routing mechanism,
additional descending projections can be integrated into simu-
lations without incurring large overheads and with the ability to
simulate RT system feedback.

II. MODELLING THE IHC/AN

A. Model Algorithm

The IHC/AN model can be split into four main sections. These
correspond to a sequential approach to modelling the IHC, from
the stereocilia to the auditory nerve synapse.

1) Receptor potential: Here the displacement of the stere-
ocilia is converted into a measure of how many ion chan-
nels open at the top of the IHC. A large number of open
ion channels will cause an increase in the cell’s apical
conductance. This conductance is used to calculate an
accumulated membrane Receptor Potential (RP).

2) Calcium influx: The calcium ion influx is modelled as
multiple RP sensitive channels that transport calcium ions
to the cell’s active regions. It is the variation in the conduc-
tance parameters of these individual channels that dictates
the spontaneous firing rate of the corresponding AN fibre.
The spontaneous rate dictates a fibre’s response to the
same stimuli. It is believed that this variation in response
is useful to how sounds are interpreted [10]. Fig. 3 shows
different fibre type responses to the same increasing inten-
sity stimuli. The channel Ca2+ current is used to calculate
the accumulated Ca2+ concentration at each active region.

3) Vesicle release: An increase in Ca2+ concentration at
the active regions of the cells increases the probability of
vesicle release from the active region’s immediate vesicle
store (ribbon synapse). The ultimate release of a vesicle is
based on this probability determining a random process.
A vesicle release will cause an ‘ejection’ of neurotrans-
mitter into the synaptic cleft between the AN fibre and the
IHC active region. The manufacture and replenishment
of new vesicles to the cell active regions and cleft neuro-
transmitter re-uptake are included in the model as similar
stochastic processes.

Fig. 3. Saturated AN fibre firing rates of low (LSR) and high (HSR) sponta-
neous rate types. Results are measured from Matlab Auditory Periphery model
[13] simulations to a 1 kHz stimulus at a logarithmic range of intensities in
sound pressure level (dBSPL) where 0 dBSPL is the absolute threshold of
hearing (28 µ Pa).

4) Auditory nerve action potential: This model assumes
the neurotransmitter in one released vesicle will trigger
a spike in the AN fibre providing it is not already in its
refractory (post-firing) period.

Additional detailed descriptions of how this model algorithm
is derived are presented in the literature [5], [11]–[13].

B. Hardware Implementation

The chosen hardware platform for this model is a SpiN-
Naker machine [14]. The SpiNNaker architecture allows for
RT execution of large scale SNNs. Its hardware is made up of
multiple ARM9 microprocessor ‘cores’ which can run an indi-
vidual application asynchronously with respect to their neigh-
bouring cores. These processors can run any interrupt driven
software model – not just spiking neuron models. SpiNNaker
was designed as a custom architecture supporting SNN mod-
els by including a novel ‘multi-cast’ network routing method.
This allows model outputs (neural spikes) to be multi-cast to
many target processors efficiently without compromising scal-
ability caused by network saturation inherent with core to core
broadcasts. This facility can be exploited in other modelling
applications running on the SpiNNaker architecture. The imme-
diate ‘embarrassingly parallel’ nature of the IHC/AN model’s
separate frequency band inputs allows a large amount of par-
allel processing. The implementation presented here exploits
this by running multiple instances of IHC/AN models as indi-
vidual applications across parallel SpiNNaker cores. However,
an efficient network communications protocol is necessary to
provide each model instance with a continuous input within a
RT constraint. Here we use the multi-cast facility to broadcast
a single model input efficiently across a network of early stage
auditory pathway models. This provides the scaling capacity
to produce an IHC/AN model output to a biologically realistic
number of fibres with capabilities of RT performance. Such per-
formance would not be possible on conventional serial compu-
tation hardware. The low hardware clock rate of the SpiNNaker
cores (200 MHz) achieves much lower energy consumption than
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Fig. 4. A schematic for the human full scale early auditory path model distri-
bution on SpiNNaker. The total number of cores for this simulation is 18,001
spanning across 1,500 SpiNNaker chips.

conventional processors whilst maintaining a high throughput
due to the parallelisation of the computation.

One drawback of using the SpiNNaker architecture for repli-
cating existing algorithms is that it was built without floating
point hardware logic. This decision was based on the assump-
tion that modelling spiking neurons requires fairly low precision
arithmetic due to the inherent biological variation. An algorithm
implementation on SpiNNaker that uses floating point vari-
able representations uses somewhat inefficient software floating
point arithmetic libraries.

C. Software Conversion

The main efforts of this work have been converting the model
algorithm to run on the SpiNNaker platform. This involved con-
verting the Matlab Auditory Periphery (MAP) [13] implemen-
tation of the model algorithm into an ARM9 executable written
as an event-driven C application. The SpiNNaker implementa-
tion uses software floating point representation of variables and
uniquely seeded pseudo-random number generators. To main-
tain RT performance each instance of the IHC/AN model pro-
cesses its input data in small 96 × 64-bit word segments produc-
ing two AN fibre outputs, one of low (LSR) and the other a high
(HSR) spontaneous rate. This is fewer than the ten observed
fibres that innervate a single IHC however the SpiNNaker simu-
lation generates multiple instances of the model to use the same
input, thus allowing for a re-configurable number of fibres of
any type to be allocated. An example of how the modelling of a
single IHC, with ten output fibres, can be modelled by grouping
five IHC/AN instances distributed to receive the same input is
illustrated in Fig. 4. This arrangement enables a re-configurable
specification to be set before simulation, giving the user the
ability to experiment with different model parameters across
simulations, e.g. investigating how the number (or type) of AN
fibres that synapse a single IHC affects the stimulus representa-
tion at higher regions in the auditory pathway.

As each IHC/AN instance is running an algorithm on an
ARM9 microprocessor without hardware dedicated for float-
ing point arithmetic all such arithmetic is computed by using
a software floating point library (ARM fplib). On this hard-
ware, performing mathematical functions such as exponential
and logarithm using the default C maths library are computa-
tionally costly and consequently jeopardise RT performance.
To avoid this inefficiency we use the available fixed point arith-
metic SpiNNaker library for computing exponential and loga-
rithm functions in this implementation. This requires conversion
of floating point variables to a fixed points16.15 accum data
type [15] before performing the operation. Such a conversion
can lead to a reduction in numerical precision, this is evaluated
in Section II-E.

D. Preprocessing

The input data to the IHC/AN model is generated by previous
auditory pathway stage models also running on the SpiNNaker
platform. These model the Outer and Middle Ear (OME) and the
cochlea from a single sound stimulus input. The OME model
consists of a number of digital filters to replicate the acoustic
characteristics of the outer ear and middle ear bones. The cochlea
model is performed using a Dual Resonance Non-Linear filter-
bank (DRNL) [16]. This models the cochlea as a parallel, non-
linear filterbank where each filter ‘channel’ output represents
the displacement of a segment of the BM along the cochlea.
The distribution of channel centre frequencies is a logarithmic
scale from 30 Hz to 18 kHz. To ensure maximum accuracy in the
OME and DRNL models all arithmetic operations in the Infinite
Impulse Response (IIR) digital filter equations are performed
using double (64-bit) precision floating point representation; to
maintain RT processing performance in this implementation the
OME output is converted to a single (32-bit) precision value
before passing data to the DRNL modelling stages.

Much like the IHC/AN models the DRNL instances can be
run concurrently, receiving input from the same OME model and
producing the parallel BM displacement values as inputs to the
IHC/AN models. The complete early auditory pathway model
distribution is outlined in Fig. 4. The data transfer between the
OME model and connected DRNL models is performed us-
ing the SpiNNaker multi-cast-with-payload messaging method.
This efficient routing mechanism allows for the output of the
OME model to be sent, a 32-bit sample at a time, as a multi-
cast packet payload to all DRNL models located anywhere on
the SpiNNaker machine. These incoming samples are stored in
a local-to-core memory buffer and are batch processed when
the designated processing segment size (96 samples) has been
received. Following DRNL processing the output 96 × 64-bit
word segments are stored in a shared on-chip SDRAM memory
circular buffer. This allows an efficient block data transfer be-
tween a ‘parent’ DRNL model and its ‘child’ IHC/AN models
(always located on the same chip) necessary for RT perfor-
mance. The shared memory communication link that triggers
a ‘read from shared buffer’ event in a child IHC/AN model is
achieved using a multi-cast packet transmission from the par-
ent DRNL model once it has processed a segment. Fig. 5(a)
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Fig. 5. (a) The data passing method from input sound wave to the output of
a single IHC/AN instance using Multi-Cast (MC) and Multi-Cast with payload
message routing schemes. (b) The pipeline processing structure used to achieve
RT performance.

illustrates these two data communications methods used in the
full model system.

In the full system the OME model application is triggered by
the RT input stimulus, after which the subsequent DRNL and
IHC/AN models in the software pipeline are free to run asyn-
chronously (event driven) until the AN output stage. In a given
simulation, to confirm that all model instances have initialised
or have finished processing, we use ‘core-ready’ or ‘simulation-
complete’ acknowledgement signals fed back through the net-
work of all connected model instances to the parent OME model
instance to ensure all cores are ready to process and data have
been successfully recorded within the given time limits.

Finally we note that, due to using a pipelined model, the sys-
tem does incur some initial latency between an incoming sound
and the arrival of a spike at the AN. We illustrate this in Fig. 5(b)
where the total latency occurring until a valid spiking output is
recorded from the IHC/AN model will be 3 × 96

F s . The chosen
model of the IHC/AN used in this study has been shown to
replicate physiologically accurate first-spike latency with stim-
ulus intensity relationships [12]. The processing pipeline system
used in this work introduces additional latency, however this will
be uniform across all stimulus intensities therefore the output
fibre latency intensity curves follow the same trend as model
implementations on other hardware implementations.

E. Results

The occurrences of spikes along the output AN fibres from
a ‘Yes’ command input stimulus are shown as a raster plot in
Fig. 6. This was obtained from a 30,000 AN fibre version of
the early stage auditory pathway model (OME → DRNL →
IHC/AN) on SpiNNaker. The stimulus audio file used in this
simulation was taken from the Google Speech Command Data
Set, released under the Creative Commons BY 4.0 license. The
complete v0.01 dataset is available for download1.

The execution times for each stage of the early auditory path-
way model stages (OME, DRNL and IHC/AN) for both MAP
and SpiNNaker implementations across a range of simulated
number of channels were measured. All simulations used a
50 dBSPL sweep tone input from 30 Hz to 8 kHz of 0.5 s
duration with a sampling rate of 22.05 kHz. MAP profile results

1http://download.tensorflow.org/data/speech_commands_v0.01.tar.gz

Fig. 6. Simulation results from SpiNNaker implementation responding to a
‘Yes’ command sound stimulus at 40 dBSPL. The AN fibre responses in the
raster plot are separated by fibre type (HSR & LSR) and are tonotopically
organised with ascending frequency from bottom to top.

Fig. 7. Average energy consumption of processing a 0.5 s sound sample
from 2 to 3,000 channels on both MAP and SpiNNaker implementations. The
MAP model is executed on a desktop computer (Intel©R CoreTM i5-4590 CPU
@ 3.3 GHz 22 nm technology) and SpiNNaker on a range of different sized
SpiNNaker machines ranging from 1 to 1500 chips (130 nm technology) scaled
by the number of channels in a simulation.

showed an increase in execution time with number of channels in
all modules, the most significant increase was from the IHC/AN
module with a processing time of 35 s at the maximum target
number of channels (3,000). The performance profile results of
the SpiNNaker implementation showed that with an increase in
number of channels, the execution times of the three models
did not increase. The average execution time measurements of
the OME, DRNL and IHC/AN models were 0.202 s, 0.313 s
and 0.477 s respectively. To achieve a RT system in a pipeline
configuration, the processing time of each of the three modules
needs to be below the input signal duration threshold (0.5 s); the
results presented here confirm this.

Fig. 7 illustrates the energy consumed by both implemen-
tations across the full range of model channels tested. Energy
consumption has been calculated by multiplying the complete
processing time by the total power rating of the hardware used
(CPU at 84 W, single SpiNNaker chip at 1 W). Here we show
that both implementations incur an increase in total energy con-
sumed – but for different reasons. The MAP implementation
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Fig. 8. Comparison of Vesicle release rate values for both MAP and SpiN-
Naker implementations to the same 20dBSPL 1kHz single tone stimulus.

running on a single, fixed power CPU uses more energy when
the number of channels is increased due to the increase in seri-
alised processing time. The neuromorphic hardware experiences
an increase in energy consumed due to the increasing size of the
machine used (number of chips) with an increase in channels.
The rate of increase in energy consumed due to number of chan-
nels on neuromorphic hardware is lower than the conventional
serial CPU approach. This effect illustrates the basic philosophy
that underlies the functionality of SpiNNaker (and biological)
processing systems: complex computation on a modest energy
budget, performed by dividing overall task workload across a
parallel network of simple and power efficient processing nodes.

Due to the stochastic nature of the AN model outputs, any
comparisons of an individual fibre’s firing patterns across runs
will show variation. We first perform a comparison between
implementations at the pre-stochastic stage of the IHC/AN al-
gorithm where a vesicle release rate quantity is generated per
AN fibre. Fig. 8 shows the maximum difference in the SpiN-
Naker implementation when compared with the MAP result to
be <0.04%. This small discrepancy is caused by three main dif-
ferences between the implementations compared. Firstly, some
precision is lost at the output of the OME in the SpiNNaker
implementation due to the conversion from double to single
precision values. Secondly, there are differences between the
arithmetic hardware that the algorithm is performed on; Matlab
simulation hardware uses the Intel x86 architecture’s floating
point unit (FPU) for high precision arithmetic. The FPU con-
tains output registers of extended precision (80-bit) to prevent
any loss of precision during a series of arithmetic operations.
The ARM architecture does not support this extended preci-
sion operation so we find in some cases very small differences
(∼1e−24) occur between double precision outputs. It should be
noted that the IEEE 754 floating point standard guarantees a
double precision machine epsilon of � 2.22 e−16 which corre-
sponds to the minimum difference in two floating point numbers
that cannot be due to rounding errors. Our tests have shown that
the measured error in the double precision calculations from
the SpiNNaker implementation fall within this limit. Finally, as
mentioned in Section II-C, a loss in precision occurs in the SpiN-
Naker implementation due to the use of the efficient exponen-
tial and logarithm functions that require a fixed point s16.15
accum data type. We argue that this total error is insignificant,

Fig. 9. (a) PSTH responses to 352 repetitions of a 400 ms 6.9 kHz 68 dBSPL
stimulus from experimental data obtained by Westerman and Smith [17] of an
HSR AN fibre in a gerbil and (b) the same experiment repeated for MAP and
SpiNNaker implementations.

especially when it comes to replicating biological processes that
are inherently noisy and therefore small-error tolerant.

Finally, to perform a credible comparison between both model
implementations at the stochastic AN output Post Stimulus Time
Histogram (PSTH), plots of the model outputs have been gen-
erated. The results, shown in Fig. 9, show the time varying
AN spike rates across 1 ms windows to a 6.9 kHz sinusoidal
68 dBSPL stimulus, first in Fig. 9(a) from physiological data
gathered by Westerman and Smith [17] and then from both
model implementations in Fig. 9(b). These results show both
implementations produce a biologically similar response con-
sisting of pre-stimulus firings of approximately 50 sp/s, followed
by a peak response at stimulus onset at around 800 sp/s, decaying
to an adapted rate in the region of 170 sp/s. Finally at stimulus
removal rates significantly drop during an offset period before
returning to spontaneous firing of approximately 50 sp/s.

The largest simulation featured in this work converted a sin-
gle sound stimulus into a spiking representation on a human
number of AN fibres (30,000) using a total of 18,001 cores on a
SpiNNaker machine. Such an implementation is easily accom-
modated on the available machine of 500,000 cores and uses an
average power consumption � 1.5 kW.

III. DISCUSSION AND FUTURE WORK

A. RT Performance

In this work we presented a model of the early stages of the
auditory pathway which will not incur a performance overhead
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with an increase in scale. It is capable of RT processing of
64-bit input samples at a maximum sampling rate of 24 kHz
with an output latency of 3×96

F s seconds. Despite the RT pro-
cessing constraint this solution remains flexible; for example,
the addition of AN output fibres (of either HSR or LSR type)
in an IHC simulation can be achieved by adding more instances
of 2 fibre output IHC/AN models on the same SpiNNaker chip
as the parent DRNL instance. These additional instances run
concurrently on the parallel architecture thereby not incurring
any additional processing time overhead. The multi-cast com-
munications between additional instances is also parallel at no
extra cost.

The primary limitation of this implementation is the maxi-
mum sampling rate possible for RT simulations. This restriction
on model performance is due to the relatively low 200 MHz
clock speed and lack of hardware floating point arithmetic sup-
port on the SpiNNaker platform.

We can address this limitation a number of different ways:
1) If RT performance is not essential for high audio sampling

rate simulations then the SpiNNaker simulation can sim-
ply be run at a slower rate, thus increasing the maximum
possible sampling rate by a factor of the simulation slow-
down, e.g. a 0.5 × RT simulation will have a maximum
sampling rate of 48 kHz.

2) SpiNNaker profiling results revealed the model in the pro-
cessing pipeline with the largest performance overhead is
the IHC/AN model, using 95.4% of signal duration. We
investigated an optimisation technique in which the au-
ditory nerve action potential section of the model (see
Section II-A) is processed less frequently than the rest of
the algorithm, thus reducing the average model processing
overhead. The logic behind this is that individual vesicle
release and re-uptake models can operate at a much lower
rate than the digital filters which model the processes that
determine their inputs. By reducing the vesicle processing
rate by a factor of four the execution time for the IHC/AN
model is reduced to that of the DRNL model. This reduc-
tion enables the pipelined system to achieve RT perfor-
mance at sampling rates up to 34 kHz. It is however cur-
rently unclear whether this ‘time-binning’ approach could
lead to a loss in precise spike time information needed for
higher level processing in the auditory pathway.

3) The SpiNNaker project is currently developing a second
generation SpiNNaker chip which will have hardware sup-
port for floating point algorithms, providing faster floating
point arithmetic operations thus reducing the overhead of
the models described in this work.

We acknowledge that this limitation could be presented as
a significant disadvantage to using the proposed system, espe-
cially for RT applications. However we believe the introduction
of model scalability without performance overhead increase pro-
vides a user with a greater advantage in working towards sim-
ulating the entire auditory pathway. We emphasise that a tradi-
tional computer architecture approach to tackling the problem
of modelling such a vast system will inevitably face limitations
when additional biological component models are added.

B. Full Auditory Pathway Model

In Section II-E we compared the processing performance of
the full-scale SpiNNaker implementation of the model using a
power consumption � 1.5 kW with a single thread Matlab im-
plementation using ∼ 84 W of power. It is therefore a sound
argument to suggest that alternative implementations, perhaps
using clusters of CPU (or GPU) processors, could achieve the
desired parallel computation in RT. However, the major strength
of the approach presented in this work emerges when one con-
siders how to interface the large parallel IHC/AN model out-
put with subsequent auditory brainstem, midbrain and cortical
neuron models that comprise the full auditory pathway. In this
implementation the IHC/AN model output is already within the
SpiNNaker fabric, thus allowing for massively parallel RT inter-
facing with SNNs running on the same machine. The multi-cast
routing protocol used on SpiNNaker provides a scalable solu-
tion with the ability to model the complex network of ascending
and descending projections in the auditory pathway and gives
the potential for real-time, interactive interfaces. It is likely that
simulations of the full auditory pathway using alternative hard-
ware architectures, or indeed a highly parallel cluster simulation
output to interface with a SpiNNaker machine, would incur per-
formance overheads due to the inherent widespread core-to-core
communications or hardware interfacing bottlenecks.

The auditory pathway contains many descending projections;
we postulate the great importance of these in providing our ac-
tive hearing system with useful feedback/modulation. An ex-
ample of the lowest descending projection is the Medial Olivo-
Cochlear (MOC) efferent connections to the cochlea’s OHCs.
The current SpiNNaker implementation does not currently have
model of the Ventral Nucleus of the Trapezoid Body (VNTB)
where MOC neurons are located [18]. MOC neurons provide fast
feedback to OHCs, producing a non-linear cochlea response re-
sponsible for providing protection from loud incoming sounds,
increasing the ratio of salient stimuli in a noisy background
of sounds [19] and, potentially, a sensory attention mechanism
[20]. In future work we will implement a model of the VNTB
and the MOC efferent pathways feeding back to the DRNL
cochlea model. Such a feature does exist in the complete MAP
model; however, for the purpose of this work, we disabled this
functionality in the implementation for a comparable algorithm
performance assessment. We reiterate the suitability of the SpiN-
Naker implementation for simulating this biological network,
specifically due to the hardware capabilities in routing multiple
feedback signals between cores in RT. These fast and complex
communication routing requirements would cause performance
bottlenecks on the aforementioned alternative hardware imple-
mentations when it comes to simulating large scale auditory
pathway networks.

IV. CONCLUSION

This work has shown the feasibility of implementing a human
IHC/AN model to a biological scale without compromising pro-
cessing performance. We exploit the existing SpiNNaker multi-
cast communications mechanism for a novel purpose of scalable
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data transmission in a pipelined processing system modelling
the early stages of auditory pathway. The results presented in
this work show that on our chosen hardware architecture real-
time simulation of a biologically realistic sensory periphery can
be achieved. For a full scale (single ear) simulation of 30,000
AN fibres the SpiNNaker implementation is distributed across
18,001 cores (1× OME + 3,000 × DNRL + 15,000 × IHC/AN
models). This digital algorithm implementation has the flex-
ibility to be refined according to future developments in the
field of auditory research. The output of the auditory pathway
model will interface directly with other spiking neural proces-
sors across the SpiNNaker fabric on an available machine of
500,000 cores.

The drawbacks of using the SpiNNaker architecture for the
modelling of the early auditory pathway is evident in the lack
of floating point arithmetic logic, this additional hardware will
be present in the next generation SpiNNaker chip to support fu-
ture similar applications. The limitations of the multi-cast data
transfer method used here is in the 32-bit precision payload for
a multi cast packet which can lead to a loss in model output pre-
cision if higher bit representations are required. For the purpose
of the algorithms presented in this work we show the model
precision losses due to the hardware drawbacks are negligible.

Despite simulating a biological process with digital neuro-
morphic hardware the total power necessary to achieve this is
approximately two orders of magnitude greater than the biolog-
ical solution, this suggests there is room for improvement in
developing biologically inspired computational systems. How-
ever, we believe that using a neuromorphic platform for the
models presented in this work and later processing of the audi-
tory pathway human perception may be better understood.
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