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Abstract— This study approaches the use of Bayesian net-
works to model the human arm movement in an anthropo-
morphic manner for the control of an upper limb assistive
robot. The model receives as input a desired wrist position
and outputs three angles, the swivel angle (i.e. the angle that
represents the rotation of the plane formed by the upper and
lower arm around the axis that passes through the shoulder
and wrist) and two angles corresponding to two degrees of
freedom of the sternoclavicular joint (elevation/depression and
protraction/retraction). These angles, together with the wrist
position, fully describe the position of the shoulder and the
elbow. A set of recording sessions was conducted to acquire
human motion data to train the model for four different
activities of daily living. Performance was measured by the
elbow and shoulder joints’ end-point errors and Pearson’s r.
The model was able to predict accurately elbow movement
(mean error 0.021 ± 0.020 m, Pearson’s r 0.86–0.99) and
shoulder movement (mean error 0.014 ± 0.011 m, Pearson’s
r 0.52–0.99) for wrist trajectories that fall in the set of training
data. It was also able to create new motions that were not in
the set of training data, with a better accuracy for the elbow
joint (mean error 0.042 ± 0.025 m, Pearson’s r 0.59–0.99) and
an average accuracy for the shoulder joint (mean error 0.026 ±
0.012 m, Pearson’s r -0.12–0.99). The proposed model presents
a novel method to solve the inverse kinematics problem in the
scope of the human upper limb. It can also create movement
out of its training data, although not highly correlated with the
trajectory performed by a human.

I. INTRODUCTION

Understanding the control of arm movements by the

central nervous system (CNS) is one of the most investigated

areas in the study of human motor control. One of the

main obstacles is the Bernstein problem [1], which poses the

question: how can the CNS coordinate such a complex and

redundant motor system with so many degrees of freedom

(DOFs) to interact with the surrounding environment so

efficiently? This problem can be regarded as an inverse

kinematics (IK) problem, which involves calculating the

joints angles of a kinematic chain from the end-effector

position [2]. The principal issue with the IK problem is

that, when considering a redundant kinematic chain, there

are infinite solutions. Several models and methods have

been proposed to try to explain and replicate how the CNS

resolves kinematic redundancy and to provide a solution to

the IK problem. Such methods involve using the Jacobian in
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Fig. 1: Graphical representation of the robot used. Only the forearm of the
subject is mechanically supported.

numerical iterative techniques [3–5] or virtual spring-damper

systems [6], probabilistic approaches [7] or using cost func-

tions [8–15]. However, these methods have some limitations

and drawbacks such as not reproducing the movement in

an anthropomorphic manner, suffering from singularities,

having a slow convergence to a final posture or not being

applicable to a wide range of tasks [3–15].

An important application of these models is the control

of robots for assisting humans in daily life (e.g. helping

patients that have lost motor function to recover it through

rehabilitation). The work presented here was done under the

scope of the eNHANCE project [16]. Its goal is to develop an

interface that combines multiple inputs (e.g. user intention,

electromyography (EMG) and mechanomyography (MMG)

signals) to deliver support by means of an assistive upper

limb robot (Fig. 1). The system can be used to aid patients

that have partially lost the ability to move their upper right

limb. The robot has five motors that actuate five DOFs. These

are not DOFs of the arm itself because the robot supports

only translation and rotation (no wrist supination) of the

forearm. Specifically, the forearm is supported on the robot

(the robot is not an exoskeleton, it is not worn), being the

connecting link between the latter and the upper limb. The

arm movement can be represented by four rotational DOFs:

three in the shoulder and one in the elbow.

In this paper, we present an upper limb computational

model to be used in the control of the robot. We extended the

probabilistic approach developed by Artemiadis et al. [7] to

tackle the IK problem. From collected joints’ position data,

they constructed a graphical Bayesian model to describe the

probability distributions of the joints angles. Subsequently,

an objective function that places the arm in a configuration

such that its joint probabilities are maximised is defined. This

function is used in an IK closed-loop algorithm for moving

a robot arm. Their model presents several advantages: neg-

ligible computational time; anthropomorphic resulting con-
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figuration; generation of anthropomorphic motions outside

the set of training data; no knowledge about the muscle

and joints dynamic properties (viscosity, stiffness and co-

contraction) is required. A limitation to their model is,

however, that it cannot generate task-specific motion. The

graphical model is constructed only from joints angles, hence

its input is a joint angle, which in the 3D space does

not specify an end-effector position. We built upon their

approach by using the wrist’s position as input and receiving

as output the corresponding arm configuration. The resulting

model shall be used to predict the trajectories the robot arm

must carry to perform activities of daily life.

II. METHODS

In this section, we describe how the model was constructed

and how its performance was evaluated. There are four main

steps: a) Collecting motion data from healthy subjects for

training the graphical model and evaluating its performance;

b) Constructing the model and defining the upper limb

kinematics; c) Determining the arm trajectory given the wrist

trajectory; d) Evaluate the model performance.

A. Motion capture and performed experiments

First, we placed reflective markers on the subjects’ joints

to be able to record their positions. Afterwards, the subjects

performed four tasks, thus obtaining the motion data corre-

sponding to each task.

Motion capture and marker placement: The system

used for measuring the motion of the subjects was OptiTrack

Motive ®. The hardware of this system comprises a set of

infra-red cameras and reflective markers. The markers were

placed directly on the skin and on bony landmarks of each

joint to decrease artefacts due to skin movement/stretch. Ten

markers were used in total: three on the wrist, three on the

elbow, three on the shoulder and one on the sternoclavicular

joint (Fig. 2a). The motion capture system returns each

marker’s 3D position. The joint’s position is taken as the

average position of each joint’s three markers.

Subjects: Ten subjects (2 females, 8 males, age range 21–

27, mean age 24.1 ± 1.5) were recruited by word of mouth

through the research personnel at the University of Twente.

Subjects were excluded if they had motor impairment(s).

Tasks: A set of four tasks was selected based on their use

in upper limb rehabilitation and usefulness in everyday life

[17], [18]:

• Task 1: Reach and grasp laterally (Fig. 2b) 5 mugs

placed equidistantly on a semi-circle in front of the

subject, clockwise (2×). After each grasp, return the

hand to its initial position.

• Task 2: Similar to Task 1, except the mugs were grasped

at the top (Fig. 2c).

• Task 3: Reach and grasp laterally an open bottle of water

in front of the subject and drink a small quantity from

it (5×). After each grasp, return the hand and the bottle

to their original positions.

• Task 4: Turn the pages of a magazine using the right

hand (during 30 s).

Fig. 2: (a) marker placement positions; (b) example of lateral grasp; (c)
example of grasp over the top.

The subjects were sitting at a table and instructed to maintain

their back straight and perform the movements naturally.

B. Constructing the upper limb model

Kinematic model of the upper limb: A model with seven

DOF was considered (Fig. 3): two in the sternoclavicular

(SC) joint (θ1,2); three in the glenohumeral (GH) joint

(θ3,4,5); two in the elbow (E) joint (θ6,7). For representing the

DOFs, Denavit-Hartenberg (DH) parameters [19], the wrist

position and the swivel angle were used. The swivel angle ϕs

represents the angular rotation of the elbow around an axis

that passes through the shoulder and wrist joints, relative

to a downward pointing vertical. The first two DOFs were

represented with the DH parameters (Table I), the 3rd, 4th

and 5th using ϕs, and the 6th and 7th using ϕs together with

the wrist position. It was decided that joints angles θ3−6

would not be used in the graphical model to avoid gimbal

lock, and θ7 because wrist pronosupination is not supported

by the robot.

In the DH convention, there is a frame associated to

each DOF. Each frame’s position and orientation can be

determined using the DH parameters and considering homo-

geneous transformations between frames. The homogeneous

transformation between frame i−1 and i can be represented

Fig. 3: Kinematic chain of the upper limb. O0,1 corresponds to the centre
of the SC joint, O2,3,4 to the centre of the GH joint, O5,6 to the centre of
the E joint and O7 to the centre of the W joint. a2,a5 and d7 represent the
length of the clavicle, upper arm and forearm, respectively.

TABLE I: Relevant DH parameters for the kinematic chain in Fig. 3.

i ai αi (°) di θi

1 0 90 0 θ1

2 a2 0 0 θ2
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Fig. 4: Illustration of planes Σ and Ω and of the swivel angle ϕs.

by

T i
i−1 =

⎡
⎢⎢⎣

ci −sicαi
sisαi

aici

si cicαi
−cisαi

aisi

0 sαi
cαi

di

0 0 0 1

⎤
⎥⎥⎦ (1)

where ci = cosθi, si = sinθi, cαi
= cosαi, sαi

= sinαi. The

transformation T i
j between frames j and i, where j �= i−1,

is obtained by the chain multiplication of the transformation

matrices of consecutive frames. We shall now explore how

to calculate the necessary angles given the joints positions

and vice-versa.

The position of the SC, GH, E and W joints are represented

by vectors pSC,ps,pe,pw ∈R
3, respectively. The coordinates

of these vectors are in the 0-frame coordinate system. Vector

ps coincides with the position of frames 2, 3 and 4. There-

fore, the last column of matrices T i
0 , i = {2,3,4} coincides

with ps. By equating that column to
[
pT

s 1
]T

, we obtain

expressions for the angles θ1 and θ2

θ1 = arctan2
(

psy , psx

)
(2)

θ2 = arctan2
(

psz ,
√

p2
sx
+ p2

sy

)
(3)

The plane Σ that is defined by the GH, E and W joints has

normal vector n

n =
(pe−ps)× (pw−ps)

‖(pe−ps)× (pw−ps)‖ (4)

The plane Ω that passes through the GH and the W joints

and is vertical, i.e., contains the vector uz = [0,0,1]T , has

normal vector τττ

τττ = ρρρ×uz (5)

where

ρρρ =
pw−ps

‖pw−ps‖ , (6)

The ϕs is defined as the angle between n and τττ and can be

calculated as

ϕs = arccos(n · τττ) (7)

Vector ps can be calculated from θ1 and θ2 by equating the

last column of T 2
0 to

[
pT

s 1
]T

, obtaining:

psx = a2c1c2 (8)

psy = a2s1c2 (9)

psz = a2s2 (10)

The elbow moves according to two separate constraints, (a)

the connection to the shoulder through the upper arm and (b)

the connection to the hand through the forearm. Therefore,

it moves on two spheres, one centred around ps with radius

rua (upper arm length) and another centred around pw with

radius r f a (forearm length), described by

‖pe−ps‖= rua (11)

‖pe−pw‖= r f a (12)

The intersection of these two spheres is a circle that contains

the points where the elbow is allowed to move. The plane

that contains this circle is plane Π, with normal vector ρρρ
and is described by

[
ρρρT σ

][pe

1

]
= 0 (13)

where

σ =
r2

f a− r2
ua +‖ps‖2−‖pw‖2

2‖pw−ps‖ (14)

The normalised projection of −uz on plane Π is

ζζζ =
ρρρ× τττ
‖ρρρ× τττ‖ (15)

Plane Π is hence spanned by two normalised vectors, ζζζ and

τττ . The vector n can now be described as

n =−sin(ϕs)ζζζ + cos(ϕs)τττ (16)

and the equation that describes plane Σ is then

[
nT −(n ·ps)

][pe

1

]
= 0 (17)

The intersection of planes Π and Σ is a line L described by[
ρρρT

nT

]
pe =

[ −σ
n ·ps

]
(18)

If we consider the vectors V and U such that

V =−(n ·ps)ρρρ−σn (19)

U = n×ρρρ (20)

then the solution of (18) is given by

pex =
Vz + peyUx

Uy
(21)

pez =−
Vx− peyUz

Uy
(22)

Plugging eqs. (21) and (22) in either eq. (11) or eq. (12)

gives us a quadratic equation with one single variable, pey .

Choosing the first sphere equation, the coefficients of the

quadratic equation ap2
ey
+bpey + c = 0 become

a = ‖U‖2 (23)

b = 2(UxVz−UzVx−Uy (U ·pw)) (24)

c =U2
y

(‖ps‖2− r2
f a

)
+2Uy

(
Vx pwz −Vz pwx

)
+V 2

x +V 2
z (25)

968



and the solution that results in an anatomically correct elbow

position is chosen, i.e. so that the elbow does not flex inwards

instead of outwards.

Graphical model: A graphical model is a diagrammatic

representation of a probability distribution by means of a

graph. In a probabilistic graphical model, the nodes of the

graph represent random variables and the edges represent

probabilistic relationships between them. A graph whose

edges have directionality is known as a Bayesian Network

(BN). In this study, an acyclical BN is used. The joint

probability distribution of a BN is given by

p(X1, · · · ,XK) =
K

∏
k=1

p(Xk|FXk
) (26)

where FXk
denotes the set of parents of node Xk. The parents

of a node Xi are the nodes Xj, . . . ,XK that have an edge

directed from them to Xi. If the node Xi does not have parents,

it is called a root node and p(Xi|FXi
) = p(Xi|∅) = p(Xi).

The random variables whose joint probabilities the model

aims to approximate are pwx , pwy pwz ,ϕs,θ1,θ2, hence they

are the nodes of the model. The value of each node can

be calculated using inference methods: the root nodes are

observed nodes, meaning their value is not resultant from

any calculation but from an observation, and the other nodes’

values are calculated by propagating throughout the network.

The BN is constructed by adapting the method presented

by Lam et al. [20]. The more complex the model, the

more accurate it is. However, more complex models are

computationally expensive, and they may also overfit the

data. Therefore, Lam et al. use the Minimum Descriptive

Length (MDL) principle, which avoids this by making a

trade-off between accuracy and complexity. The model’s

accuracy is the sum of the weight W of every node in the

model

W (Xi,FXi
) = ∑

Xi,FXi

[
p(Xi,FXi

) log2

(
p(Xi,Xj)

p(Xi)p(FXi
)

)]
(27)

We added to the method of Lam et al. the restrictions that the

maximum number of parents a node can have is two and the

root nodes can only be pwx , pwy , pwz , which are the input to

the model. A pair of graphical models was created for each

of the performed tasks, given that each task implies a specific

pattern of motion that is unique. In this way, the specificity of

the network is improved depending on the desired motion.

The pair of models consisted of a Trade-off (T-O) model,

which is the one calculated following the MDL principle, and

a Heavy model, represented by the maximum-weight BN.

The data of one subject was used as validation, whereas the

data of the rest of the subjects was used to train the model.

From a discrete to a continuous model: The probabil-

ities that are used by the graphical model are empirically

determined from discrete measurements and stored in large

matrices, hence searching them is a time-consuming process.

To avoid this, we used Gaussian Mixture Models (GMM) to

approximate the discrete joint probabilities with continuous

functions. A GMM is a linear combination of independent

Gaussian distributions, where each Gaussian is a component

with an associated weight [21]. The GMMs are fitted using

MATLAB’s ® function fitgmdist. Given we do not know

the underlying probability distribution, we do not know how

many components each of the fitted GMMs should have. This

is determined using the Akaike information criterion [22].
Used software: The software used in this study was

MATLAB ®.

C. Reconstructing the arm configuration

The arm configuration is calculated step by step, i.e. for

each discrete value of pw. The procedure taken in each step

is as follows (Fig. 5):

1. Give the W joint position as input to the graphical

model.

2. Calculate the values of {ϕs,θ1,θ2} by propagating

through the calculated network.

3. Calculate the GH (eq. (8)) and E joint positions (eqs.

(21), (22) and (23)).

Fig. 5: Scheme of how the arm configuration is reconstructed. The graph
shown is merely an example.

D. Performance evaluation

The performance of the models was evaluated regarding

the elbow and shoulder joints positions, and not using the

angles’ values. This was because it is more intuitive to

evaluate positions errors than angles errors (mainly when we

are dealing with the swivel angle, which is not an angle easy

to visualise). In addition, there are three angles and only two

joints, making it easier to analyse the joints’ positions.
The values of these variables given a wrist trajectory

performed by a human were compared to those predicted by

the models for the same wrist trajectory, for each task. Two

measures were analysed: (1) mean error (Euclidean distance

between the measured and predicted positions, averaged for

all subjects within the same task) and (2) Pearson correla-

tion coefficient between the measured and predicted values.

These two measures complement each other in terms of the

information they provide: the mean error indicates how far-

off are the values compared (in average), whereas Pearson’s r

indicates how similar are both trajectories. An error of 5 cm

was considered the threshold between a good and a poor

error. This value was chosen because it is not large enough

to prevent performing the task at hand.
We investigated whether the choice of a simpler, but lighter

model (as stated by the MDL principle) is corroborated by

the results. For this, we compared the computation time

(independent-samples t-test) and performance of the T-O and

the Heavy models, for each tasks’ elementary motion.
We also evaluated whether the model was able to generate

new motion by evaluating the performance for a validation

trajectory collected from one subject not in the training set.
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III. RESULTS

Out of the ten subjects, one was excluded due to failure of

returning the hand to the original position and another due to

data corruption. Therefore, the data of 7 subjects was used

for training the model, and 1 subject for validation.

The computation time of each model is presented in

Table II together with the respective weight scores. The

Heavy models took, on average, 11% longer than their T-

O counterpart (P < 0.0001).

Table III shows the mean errors for all the analysed

variables. The mean error for the Heavy model was, on

average, 0.011 m lower than for the T-O model.

Table IV shows Pearson’s r. One coefficient was calculated

for each of the position vectors’ components. The Pearson’s

r of the Heavy model were, on average, 0.192 larger than

those of the T-O model.

Fig. 6 shows the error variation throughout the first round

of reaching movements in Task 1, in the validation case.

It can be seen that the error increases during the reaching

movement relatively to the resting position.

TABLE II: Average trajectory computation time (s) for each of the calculated
models, for each task. The average was taken over 100 separate trajectory
computations. Between parenthesis is the respective model weight.

COMPUTATION TIMES (s)

Task
1 2 3 4

T-O 0.87 (11.53) 0.78 (8.75) 3.10 (8.73) 1.03 (8.20)

Heavy 0.92 (11.88) 0.92 (13.27) 3.40 (10.52) 1.16 (12.57)

TABLE III: Mean errors (m) for each trajectory, for the T-O and Heavy
(H) models, averaged for all tasks. T – training trajectory, V – validation
trajectory.

MEAN ERRORS

Task
1 2 3 4

T-O H T-O H T-O H T-O H

T
ps

0.021±
0.018

0.018±
0.014

0.029±
0.037

0.017±
0.014

0.017±
0.010

0.013±
0.009

0.011±
0.007

0.009±
0.008

pe
0.026±
0.018

0.026±
0.026

0.041±
0.026

0.024±
0.021

0.021±
0.015

0.019±
0.014

0.043±
0.032

0.016±
0.016

V
ps

0.040±
0.031

0.032±
0.016

0.047±
0.045

0.033±
0.017

0.027±
0.009

0.019±
0.010

0.019±
0.008

0.020±
0.007

pe
0.057±
0.038

0.046±
0.030

0.056±
0.066

0.030±
0.029

0.048±
0.020

0.035±
0.014

0.069±
0.024

0.058±
0.029

TABLE IV: Correlation between measured and predicted trajectories for
T-O and Heavy (H) models, for each task. T – training, V – validation.

PEARSON’S r

Task
1 2 3 4

T-O H T-O H T-O H T-O H

T

psx 0.73 0.85 0.23 0.85 0.69 0.86 0.93 0.91
psy 0.79 0.82 0.80 0.86 0.89 0.91 0.83 0.82
psz 0.65 0.71 0.59 0.62 0.48 0.52 0.53 0.77
pex 0.99 0.99 0.98 0.99 0.99 0.99 0.97 0.99
pey 0.98 0.97 0.96 0.97 0.89 0.88 0.33 0.91
pez 0.95 0.92 0.84 0.86 0.94 0.97 0.80 0.97

V

psx 0.68 0.89 -0.45 0.82 0.07 0.80 0.27 0.38
psy -0.09 -0.12 0.10 -0.23 0.49 0.44 0.00 0.16
psz 0.67 0.81 0.45 0.53 -0.45 -0.24 -0.08 0.44
pex 0.96 0.99 0.92 0.99 0.99 0.98 0.59 0.68
pey 0.99 0.98 0.92 0.99 0.72 0.89 0.27 0.60
pez 0.92 0.92 0.78 0.80 0.97 0.99 -0.07 0.59

IV. DISCUSSION

A. The proposed model

An upper limb kinematic graphical model is proposed as

an approach to resolve the redundancy in the IK problem

of human arm motion. The model takes as input a desired

wrist trajectory and predicts how a human would position

the elbow and shoulder joints accordingly.

This is the first biomechanical graphical model that, given

a desired wrist joint position, outputs a human-like arm

configuration. In addition to the advantages stated in Sec. I,

our model does not try to mimic a predefined human motion,

but instead uses it to learn what can be categorised as

anthropomorphic. Therefore, it can generalise for motions

outside the training data, even though with lower similarity

to real human motion. This is one of the great advantages

of using a graphical model for modelling the upper limb

kinematics.

B. Performance analysis

It was observed that for all tasks, the Heavy model

performed better than the T-O model. Although it took longer

for predicting the same trajectory, all computation times are

low and in the same order of magnitude pairwise, hence the

Heavy model can be preferred over the T-O. The reason why

the MDL principle does not seem to apply here is that the

models do not contain a vast set of stochastic variables. The

rest of the discussion shall be regarding the Heavy model.

The performance when predicting a trajectory that was

included in the training set was always better when compared

to validation. The elbow trajectory prediction was very good

for both trajectories, whereas the shoulder position predic-

tion, although good for the training set, was not as good

for the validation set due to its low Pearson’s r. One might

think this was due to overfitting. However, the prediction

made by the T-O model, which accounts for overfitting, was

considerably worse, meaning overfitting was not the issue.

Nonetheless, the errors were still low (< 8 cm). This disparity

Fig. 6: Error of the predicted trajectory for Task 1 during validation. The
"R" indicates resting positions and the orange numbers indicate the reaching
movement. (a) – E joint; (b) – GH joint.
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in performance between training and validation trajectories

was expected due to a high variability in human motion,

which results in differences in the motions performed by the

validation and the training subjects.

It is interesting to note there was a lower error for the

shoulder trajectory in spite of its lower correlation. This

might be due to the lower range of motion of the shoulder,

which does not allow for errors as large as the elbow’s. The

variability between subjects was not analysed.

We also observed a contrast between tasks in the achieved

accuracy. Task 3 had the lowest error and variability for both

the joints positions, probably due to the repetition of the

same movement, as opposed to the rest of the tasks. Tasks

1 and 2 had a high variability because there was only one

repetition of each reaching movement, therefore there is a

higher variability in the values that were used in the training

set, and it is more difficult for the model to construct an

accurate network. The model had a higher error for the wrist

positions where the hand was farther from the initial position

(Fig. 6). This can be explained by the fact that the resting

position was much more observed than the others, hence

better learned by the model. Furthermore, Task 4 had very

low correlation with the real trajectory, which, even if the

mean errors are low, results in the worst performance. This

is probably because flipping pages is an activity that greatly

varies between subjects.

C. Limitations and improvements

The two main limitations observed were the accuracy of

the motion capture system, which is prone to skin artefacts,

and the variability in performance of Task 4.

The main aspects that can further improve the performance

of the created model are: (1) increase the variability of move-

ments included in the set to allow for better generalisation;

(2) include dependence with the previous arm configuration

so that a whole arm trajectory is predicted, instead of having

each consecutive point predicted independently; (3) consider

the SC joint as not fixed [23]; (4) create a single model that

can be used for every task, therefore avoiding the need to

specify the task prior to its realisation.

The current implementation did not have in account safety

limitations (e.g. limiting range of motion). Although no

extreme movements were observed, this should be taken

into account when using this model. Furthermore, no studies

were performed regarding performance for tasks that were

not used in training.

The model can be further enhanced by categorising each

subject according to its characteristics, e.g. arm lengths, arm

width, height, etc. In this way, personalised networks can

be created by collecting a large amount of data, improving

the model’s performance. Furthermore, a comparison with

more established methods already referred in the Introduction

would bring robustness to the method presented here.

V. CONCLUSION

The model developed in the present study presents a novel

alternative for solving the upper limb inverse kinematics

problem. It was able to predict with a high accuracy the

movement of a human arm contained in its training data, and

to also generalize to motions not seen in the training data,

albeit with a lower match to the observed human motion.
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