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Abstract— While queue capacities have a direct impact on loss list,> an active forum for network related discussion by re-
and latency during congestion, and wireless networks comie searchers and practitioners. Consensus suggests theabbeso
to spread in university, corporate and home networks, litte is range for queue capacity is from one to four times bandwidth-

publicly known about the queue capacities of wireless acces del duct. Unfortunatel . irel dat t
points (APs). This paper presents and deploys the Access Rbi elay product. Untortunately, since wireless cdata ralay va

Queue (APQ) methodology for externally estimating the quee With connection quality and round-trip time delays vary by
capacity for a wireless AP. APQ determines the AP saturation at least two orders of magnitude (10 ms to 1 second) [8], the
point, measures the l:_)aseline delay, induces the saturatioate to  consensus gueue range provides little guidance when isglect
measure the delay with a full AP queue and computes the queue a queue capacity for wireless APs.

capacity. APQ is deployed to determine the queue capacities . .
of three commercial class and four residential class APs. Téh In a previous study [3], the QFind scheme was used to non-

wireless AP queue capacities are shown to be packet-baseddan intrusively estimate queue capacities over 45 differeseas
to range from 50 packets to over 350 packets. The fact that networks. While effective for providing broad participati

queue capacities vary so much among devices targeted for theof end-users, QFind’s accuracy was hampered by using TCP
same network configuration suggests future work to determie |k transfers and ICMP packets that caused the results to be
the most appropriate queue capacity. affected by the size of the TCP windows and the specifics of
ICMP packet handling by individual ISPs.
Applying a technique similar to QFind, Hirabaru [6] esti-
. INTRODUCTION mated queue capacities for several wired switches andreoute
and explored the impact of queue capacity on TCP perfor-
.. mance. A wide range of queue capacities were reported,
The performanc_e bottleneck for many Internet ﬂOWS_'S tn’%lnging from 50 to 15000 packets with switches using smaller
last hop from a wireless access point (AP) to an apphca_tl ueue capacities than routers. The queue capacities were al
on a \{v!reless end host. With wired IEEE 802'11.AP uplin hown to have an impact on the throughput of TCP traffic.
capacities greater than or .equal to 100 Mbps anq wireles§ IEE g paper explains in detail the Access Point Queue (APQ)
802.11g downlink capacities of 54 Mbps, the wireless AP “3fethod for providing black-box measurements of commercial

often become the bottleneck for downstream Internet trafﬁ/gp queue capacities and provides a measurement study of

Since_ most Internet traffic is pursty [.10]' the desiqner’ei_ch ueue capacities for seven IEEE 802.11 access points. Upon
for wireless AP queue capacity can impact a flow’s achieval termination of an AP’s saturation throughput rate, APQ

throughput and delay. However, since little has been phms,sends high bitrate traffic from a wired source over the wiele

on the_ best choice forAP queue capacity, AP queue capacitigfynlink to fill the AP queue. Careful measurement of the
used in practice remain unknown. added queuing delay and achievable throughput provide an

If the AP queue capacity is too small, a flow’s throughpwccurate determination of queue capacity. APQ is applied to
can be significantly below the available bandwidth of thgeven different APs in two different classes, commercial an
wireless link. However, simply over-provisioning the APtWwi residential. The results show that AP queue capacities are
a large queue can negatively impact a flow's end-to-epgcket-based and vary considerably both across and within t
delay. Some interactive applications, such as IP telephody AP classes. This suggests that either the individual ARydesi
network games with strict delay bounds in the hundreds gfe based on differing, but unstated, traffic assumptions or
milliseconds range, experience degraded Quality of Servigat the AP queue capacity is not viewed as a critical factor i
when a large AP queue saturates due to high concurrent floyigeless LAN performance, a view not supported by measured
with a high bitrate that saturate the queue. performance.

Actual queue measurement and analysis has focused oifhe paper is organized as follows: Sections Il and Il
queue capacities of wired devices, such as queues for retwexplain and validate the APQ method, respectively; Sedion
fng?se S[l[](?],G[e):é_racl)rgi%belﬁn ;nSO?:rmj e,[g]rh?;incgor;elnzgrens? Lin particular, see the e2e list archives at: ftp://ftpedii/end2end/end2end-

= nterest-1998.mail and http://www.postel.org/piperifeaid2end-
gueue capacities have often been debated on the e2e mailirgest/2003-January/002702.html.



provides details on the experimental AP queue measurements  ({ =2Q
and results; Section V discusses the implications of thatses :
and Section VI presents conclusions and possible futur&.wor

Il. AcCESSPOINT QUEUE (APQ) METHOD

The basic steps in the Access Point Queue technique for
measuring wireless AP queue capacities are to fill the AP
gueue, to measure the queuing delay and to compute the
gueue capacity using the measured delay and throughput. Let
Dy, be the delay measured with a full queuB; be the Fig. 1. APQ Session
delay measured with an empty queue dnte the saturation
throughput measured by sending packets of siZmcluding

IP headers). Then the queue capacity in packgtsis:
) q(uDu D;J Clpy in packgtsis Two distinct packet sizes, 750 and 1500 bytes, were used
h— L) X

gp=~———J (1) to study AP saturation rates to account for the dependency
s of saturation rate on packet size, but more importantly to

While QFind [3] utilized the above equation, it did notdetermine if the AP queues are managed on a per-packet or

incorporate a repeatable methodology that provides rielialél)e,['bytf3 b35|s. O_nch,?Ach))r a gen AP ﬁnd piaclxelt S'.Zt(; ISZ
measurements ab;, over a variety of configurations. Hence, etérmined, a Sefes o Q sessions (shown in Algorithm 2)

a major contribution of APQ is the Saturation Rate algorithr.lﬁ run to estimate the AP queue capacity. Each APQ session

designed to ensure that the UDP flow used in an APQ sessE) epeated 30 t'me.f' 0 ad‘dres.,s (ta;](perlmentalf Thn vgrgabnlt
will saturate the AP queue. Q queue Capacitycapaciry, 1S the mean of the 3@,

To fill the AP queue, the downlink offered load must pdneasurements.

greater than the effective wireless link capacity. Sincerpr - -
research [14] has shown that, due to specific 802.11b ’@gorlthm 2 APQ Session
implementation variances, effective wireless capacity vy Lo, .
from approximately 5 to 7 Mbps, the first step of the APQ 2: i: 38 s:art Sgg satturatt_lon ;:OW at ratea;
scheme to determine the traffic load that saturates a speciﬂ?’c ey §op saturation How
: ; 4: t = 120: stop UDP baseline flow
AP wireless link. . )
. . 5: T « throughput durings ([40:80])
Starting from a sending rate af, = 50 packets/sec, 6: D, — median delay fot, ([40:80))
the APQ saturation rate algorithm (given in Algorithm 1) 7: Dh<— median delay fotQ([S'ZS]) andts ([95:115])
increases the sending rate by 50 packets/sec until packet ! (Dp—D)xT LA 3 '
loss rates of 20% or more are observed for three successive % ~ L
sending ratesS;_1,5;, S;y+1. The saturation rateSs,,, is set
to S; for subsequent APQ sessions. The key to choosing theat time + — 0, the UDP baseline flow (a low bitrate,
20% loss as a saturation indicator was finding a metric thgf packets/second CBR flow) begins sending packets times-
indicated that for a given offered load, the throughput kesyamped with the local PC time from the wired source through
was beyond the ‘knee’ of the throughout curve and at thge wireless AP to a wireless receiver. Upon receiving the
front edge of the throughput plateau. After numerous pilgfcet, the receiver computes the difference betweenitie ti
studies, the concept of three consecutive high loss ratss Weamp and the receiver's local time. Running alone for 30

chosen to avoid choosing a point below saturation due ¢@:onds, this UDP flow provides a baseline for measuring one-
spurious wireless errors. Moreover, the pilot studiesdatiid \yay delay with no AP queuing.

not using more than three consecutive sending rates with 20%; time + — 30 seconds. the UDP saturation flow. a
loss because super-saturated rates can overwhelm the AR§current CBR flow, begins sending packets at the sataratio
ability to forward packets onto the outgoing wireless link. rate, S..;, from the sender to the receiver. The saturation
flow runs for 60 seconds to account for variability in the

i||ii|||i|3||5|.__
10 20 30 40 50 60 70 80 90 100 110 120

1: t = 0: start UDP baseline flow

Algorithm 1 AP Saturation Rate Algorithm AP queue management. Similar to the baseline measurements,
130,58 <0 differences between receiver time and sender time for the
g rep;eit i saturation flow are recorded to provide delay informatioemwh
4 S, — Si_1 +50 packets/second the AP_queue is full. Throughput and packet loss ratg for the
5. Send at rates; for 60 seconds saturation flow are also computed. After the saturation flow
6: R; < received packet rate stops, the baseline flow continues for an additional 30 ston
70 pi— (1= Ri/S) t = 120 seconds whereupon the APQ session ends.

8: until (pi—2 > .2) & (pi-1 > .2) & (pi > .2) The subtle part of the APQ technigue involves the delay

9: Ssat — Si—1

sample filtering used to estimate queuing delay, when the



AP queue is full. While the APQ concept is to saturate tr
wireless link to obtain the maximum AP queuing delay, one
way latencies on a wireless link vary with wireless chann
error rates and system events at the end hosts and wire
AP. This precludes simply using the largest observed deday
the maximum queuing delay. Hence, a more refined technic _ HOST AP
is needed for sampling the delay distributions to determjUPP Traffic Sender UDP Traffic Receiver
reliable values forD;, and D, in Equation 1.

To obtain delay samples for a system in steady state, the Fig. 2. Testbed Setup
starting and ending phases for the UDP flows are removed
from the sampling range. As shown in Algorithm 2, 40

seconds of time fromt; andt; are used to compute thepC| NIC running Windows XP with Service Pack 2. The UDP
delay without queuingD;, and 40 seconds of time & are traffic sender and the Host AP are connected via a Linksys 100
used to compute the delay with queuing;. The baseline Mbps Ethernet hub. The wireless capacity is fixed at 11 Mbps,
delay without queuingD;, is straightforwardly defined as therTS/CTS is disabled and the wireless client is 6 feet from the
median of the one-way delay durirtg (time [5:25]) andt;  Host AP to minimize throughput variations.

(time [95:115]). Botht; andt; samples are used to reduce The UDP traffic is generated using the Multi-GENerator
the impact of differences in clock drift rate at the sendat angglset (MGENS using the ‘precise on’ option which attempts
receiver while providing the same 40-second sample inker¢g accurately send packets at the user-specified data rate.
duration used to measuf®,. The median of the delay sample\|GEN creates a log file on the UDP receiver after each
duringt, is used forD), to provide robustness in the face ofexperimental run that is used to determine throughput, etack
spurious system events while still measuring the delay afla floss and delay. 1500-byte packets are sent during valitatio

queue. Section IV-B shows evidence supporting the choice &fperiments to avoid Ethernet packet fragmentation.
median for the delay samples. The throughfiutis computed

by multiplying the count of packets received during intérva L

t, by the packet size and dividing by the time duration. 1000 | G0 T
Note that based on the IEEE 802.11 standard, when the AP

has more than one packet to send (ie- when measubing

the AP sets a random backoff timer uniformly distributedrove

the range 0 to 31 slot times. The backoff timer decreases by

one when the media is idle for a slot time (20 microseconds)

and is frozen when the channel is sensed busy. When the 0 srnssmsssens 3“; T ——— s

backoff timer reaches zero, the station sends the frame. Thi Time(seconds)

backoff mechanism is not used when the AP transmits a new

packet (ie- when measuring;). When measuring);, this Fig. 3. Host AP with Transmit Queue Capacity Set to 100 and) Féckets.

results in an additional average delay 310 microseconds per

frame that is not included when measuridg. However,

since this additional delay is small relative to the size of

500

Queue Size (pkts)

250

the D;, measurements, it can effectively be ignored without 2000 F 7 ' ' ' ' ]
compromising the accuracy of the queue measuremgnt, 2)
1000 | 3?3 1
I1l. APQ VALIDATION 0 §§
.Utilizing previously developed tools anq techniques for f‘% >00 %% %
wireless measurements [11], a testbed that includes a Host A El 250 Eiii §§ 1
was set up to validate the APQ methodology. Building a Host 2 E:ﬁ §§
AP (i.e., a PC that provides 802.11 AP functionality) from o 100 } gi % §§ ]
open source software and off-the-shelf wireless netwgrkin % & 5 K
hardware provides the ability to vary the Host AP queue 50 ¢ §§ §§ §§§ il
capacity and measure queue occupancy levels. 30 f §§§ E§§ §§ :
Figure 2 shows the experimental testbed for validating APQ e K z
with the Host AP. The UDP traffic sender is an Intel Celeron 30 50 100 500 1000 2000
750 MHz PC with a 100 Mbps wired Ethernet NIC running Queue Capacities (pkts)

Linux SUSE 9.2. The Host AP is another Intel Celeron 750

MHz PC equipped with a prism GT-based wireless PCI NICFig' 4. APQ Validation Results (shown with 95% confidencernvls)
and a 100 Mbps wired NIC. The UDP traffic receiver is an

Intel Pentium-4 2.8 GHz PC with a Tl acx111 based wireless?http:/pf.itd.nrl.navy.mil/mgen/



IP layer

Drop if the Figure 5 diagrams the relationship between these different

queue is full Linux packet transmission queues. The APQ results with the

———————— 7(: - T~ IP queue for the Host AP set to 1 suggest that the wireless
qdisc per device driver maintains a queue of approximately 40 frames. Note,

i quous is not empty since the end-to-end application’s main concern is_ the im_pa

or stopped, call of maximum AP delay on QoS, APQ need not differentiate

Sub IP layer r::'i-qﬁ:;tg’;":;cket. the wireless layer queue from higher layer queues. Thus, APQ
estimates the sum of the AP queues.

________________ For queue capacities above 1000 packets, APQ slightly

Kernel under-estimates the Host AP queue capacity. This is ati#ibu

\ Memory to difficulty in keeping such a large queue consistently.full

tx_ring

NIC Driver patalRacket However, this under-estimation is small and none of the real
APs measured in the next section have queue capacitiey nearl
——————————— —_——— this large.
A
NIC Device DMA Engine | | NIC Memory | IV. AP QUEUE MEASUREMENTS
Network Adaptor A Experlmental Setup

APQ was used to measure queue capacities for the seven
Fig. 5. Transmission of a Packet in a Host AP, Showing Keme¢u@ and \yireless APs in Table | on a testbed similar to Figure 2
Device Driver Queue. where the evaluated AP replaces the Host AP. For the APQ
measurements, the UDP traffic sender is an Intel Pentiur8-4 2.
GHz PC with a Broadcom Net Xtreme 57xx Gigabit Controller
Figure 3 provides queue capacity results for two separatsd the UDP traffic receiver is an Intel Pentium M 1.7
one session experiments where the Host AP queue length \@sz box with Intel(R) PRO/Wireless 2200BG network card
set to 100 and then 1000 packéts. running windows XP with Service Pack 2. Table | provides
The x-axis is time (in seconds) and the y-axis is queurodel specifics for the three APs classified as intended for
capacity (in packets) reported by the Host AP. During thé fireesidential users and the four APs intended for commercial
30 second period, only the baseline flow runs so there is @almase in industrial settings.
no queuing. At 30 seconds, the saturation flow starts and theé=or all APQ measurement runs, the AP data rate is fixed
AP queue on the outgoing wireless link quickly fills up. Thet 11 Mbps, RTS/CTS is disabled and the AP antenna is
queue remains filled until the saturation flow stops at timgositioned carefully to provide good throughput in resgons
120 seconds where the AP queue quickly drains and retutosstudies showing the importance of antenna orientation in
to nearly zero. The trend in both curves is the same with th@aximizing throughput [14], [19]. As described in Sectidi) |
only difference being the maximum queue size recorded WhRtGEN generates the UDP traffic for all the experiments. The
the saturation flow is running. APQ method was run twice for each AP, once with 1500-byte
Having demonstrated the ability to control the Host ABP packets and once with 750-byte IP packets to determine if
gueue capacity, a range of AP queue capacities were usiee individual AP queues are packet-based or byte-based.
to validate the APQ method. The results of APQ validation
runs on the testbed with Host AP queue capacities of 30, 50, [ Class Vendor | Model | Firmware |
100, 250, 500, 1000, 1500 and 2000 packets are presented in Cisco | AIR-AP1121G 12.2
Figure 4. The x-axis is the Host AP queue capacity setting and | Commercial| D-Link | DWL-3200AP | 1.00
the y-axis is the queue capacity measured by APQ. Both axes Netgear| PYSWAG302 1.03

. Linksys WAP54G v3
use logscale. The bars represent the average queue capacity, D-Link DI524 100
over 30 APQ sessions with 95% confidence intervals provided Home Netgear| PY3BWGR61V5|  1.0.3
on the top of the individual bar graphs. Numeric values Linksys | BEFWI11S4 V2
are provided in [12]. Generally, APQ accurately estimates TABLE |
the actual Host AP queue capacities with tight confidence WIRELESSAPS TESTED

intervals.

Closer examination of the numeric values reveals that for
gueue capacities up to 250 packets, APQ over-estimates the
Host AP queue capacity slightly. This is attributed to using B Results
IP layer queue setting in the Host AP while the AP wireless

device driver provides an additional queue for frames [1551'.6':Igure 6 provides a throughput comparison of one APQ

ssion for the Cisco commercial AP and one APQ session
3Note, the chosen queue capacities reflect the default chdiceecent Tor the Netgear C_OmmerC|aI AP. In both cases, the throughput
Linux kernels v2.4 and v2.6, respectively. is low for the first and last 30 seconds when only the



UDP baseline flow is running. At time 30 seconds, the UD&ession from Figure 7. When the AP performance is consjstent
saturation flow begins whereupon wireless link throughpthe delays measured both with and without the saturation flow
increases to a maximum and hovers around this maximware consistent and delay values taken anywhere along either
until time 90 seconds when the saturation flow stops. Excefistribution yield the same queue capacity estimate. Hewev
for one throughput dip for the Cisco AP, Figure 6 demonstratéigure 9 shows the delay CDFs for an old Linksys AP session
that both throughput profiles are fairly consistent. Therguthat is less consistent. In this figure, the period withoat th
clearly shows the higher throughput of the Cisco AP duringaturation traffic has consistent delay while the periochwit
the 30-90 second interval. The higher average Cisco ARe saturation traffic produces a varying delay distributio
throughput of 8.2 Mbps versus the Netgear AP’s averagde maximum delay is nearly 300 milliseconds larger than
throughput of 6.7 Mbps can be attributed to the fact thatevhithe other delays with several steps in the distribution tdwa
both APs are fixed at 11 Mbps, the Cisco AP uses 802.1ttee tail. This motivates the use of the median delay to limit

and the Netgear AP uses 802.11b. the influence of outliers.
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The APQ methodology went smoothly for five of the APs
but problems were encountered with the Netgear residential
AP and the D-Link commercial AP. During the Netgear resi-
dential AP measurements, high sending rates, even below the

Figure 7 depicts delay measurements for the same AR&uration rate, would sometimes yield unstable AP behavio
sessions as in Figure 6. The recorded delays during the festdenced by numerous periods, some lasting for several
and last 30 seconds are minimal since there is no queuing.minutes, where little downlink traffic passed through the AP
time 30, however, the UDP saturation flow quickly fills théo the client. During the D-Link commercial AP measure-
gueue and delay reaches its maximum. Delay remains consignts, near-saturation sending rates produced inconsiske
tently near the maximum, corresponding to a consistently fihroughputs varying as much as 50% during the 60 seconds of
gueue, until the saturation flow stops and the queue draitfse UDP saturation flow. In both cases, strange AP behavior
returning the delay to near 0. Note that Netgear and Cisco AdPattributed to offered load exceeding the AP’s capabiiity
measured delays are different. The approximate half secdndvard packets. In the D-Link situation, measurementsfro
difference between 0.584 second Netgear delays and thé 0.8®Q sessions with extremely variable throughputs and loss
second Cisco delays clearly suggests a significant diféererrates were discarded and additional APQ sessions were run
in queue capacities and design philosophies for two accéssaccumulate 30 acceptable runs. Unfortunately, once the
points intended for the same market. Netgear AP shuts down there are no reasonable remedies.

A fundamental APQ concept is to measure the delay whétence, for the Netgear residential queue capacities amdbas
the queue is full compared to the delay when the queoaly on data obtained prior to when the AP shuts down.
is empty. Figure 8 shows the cumulative density functions Figure 10 demonstrates the process of finding the saturation
(CDFs) of the delay distributions for the commercial Netgeaate and the effect of the corresponding offered load fol0150

Time (seconds)
Fig. 7. Delay during APQ Session
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Fig. 10. Throughput, Load and Delay versus Offered Load evkihding
the Saturation Rate (1500 byte packets)

byte packets on throughput, loss rate and queuing delay for ..,
the five APs that remain stable at the saturation point. The 2
x-axis for all graphs is the offered load (in Mbps). Each datg, 300 | .
point represents one run of Algorithm 1 that also include%
delay analysis. The results for the 750-byte experimerds ag
not shown because the throughput and delay trends are simil§

In Figure 10 (top), the throughput for each AP increases

linearly with offered load until the AP approaches satunati

at which point the throughput levels off. Note, maximum3
throughput varies across the five APs. Figure 10 (middle
shows negligible loss rates until the offered load nears-sat

ration, whereupon the loss rates increase linearly withretf
load. Similar to the loss behavior, Figure 10 (bottom) iatks
the queuing delay is negligible until the AP wireless linlarse

maximum.

C. Queue Capacities

Figure 11 provides queue capacity bar graphs with 95%
confidence intervals for both 750-byte and 1500-byte packet
APQ measurements for the seven access points tested. Table |
gives the numeric values for the seven APs. Although some
researchers [4] have considered the performance advantage
offered by per-byte queues, the APQ queue capacity results
given in Figure 11 provide clear evidence that all seven
APs manage their queues on a per-packet basis. If per-byte
gueuing were employed at an AP, the 750-byte APQ sessions
would result in bar graphs twice as large as the 1500-byte
APQ sessions in the figure. However, the nearly equal queue
capacity measurements for differing packet sizes implies a
the AP queues are packet-based. While the queue capacities
reported by APQ for the smaller packet sessions are, in
general, slightly smaller, this is attributed to additibpar-
packet AP overhead resulting from processing twice as many
packets at the smaller packet saturation rate. This argumen
also suggests that the APQ measurements with 1500-byte
packets are slightly more accurate.

The first observation from Table Il is that the queue capacity
range for the seven APs tested varies widely from 40 to 338
packets and that the Netgear APs occupy both endpoints.
Clearly, Netgear and D-link believe a commercial AP recalire
a larger AP queue than a residential class AP. Within the two
classes, the residential new Linksys AP (121 packet queue)
and the Cisco commercial AP (65 packet queue) both appear
to be out-of-step relative to the queue capacities of their
competitors. Note, the new Linksys AP is double the capacity
of the old Linksys AP. This can partially be attributed to the
new Linksys AP supporting the higher capacities of 802.11g
versus 802.11b for the old Linksys AP. However, it may also
be that performance analysis of the old Linksys AP caused the
significant change in the new Linksys AP queue capacity.

400
1500 byte packets =)
Netgear 750 byte packets
Dlink
250 + ' g
[
1%
200 K .
%9
%
8] K )
o 150 | %9 Linksys 1
g 5
£ R
L % & Old
100 i 4 Diink Linksys
19 % Netgear
£ 53 " *
50 ;::1 :g:g ~
Commercial AP Residential AP

Fig. 11. Wireless AP Queue Capacities

saturation, at which point the delay quickly increases $o it



Access Q Capacity Q Capacity : : T
Class Point (1500 B/PKY) | (750 B/PKD) receiver windows can grow to reach the queue limit. If a TCP

Sieco 50 IT1il 671 T13 sender wmdoy\{ size is limited to under 300 packets, then the
Com. D-Link SA57 T 111 23172 L57 queue capacme; may not. need to be so large. Fpr actual
Netgear | 3375 +£0.7| 3369 L£08 TCP receiver window settings, older versions of Microsoft
Netgear 39.2 +02| 373 +1.6 Windows have a default of 8192 bytes, Windows 2000 has
D-Link 569 +£11] 548 =£15 a default of 17520 bytes, Linux has a default of 65535 bytes,
old Linksys | 59.9 £03] 604 +08 and Windows XP may have a window size of 17520, but it
Linksys 121.3 +09] 1196 +1.0 - .

also has a mostly undocumented ability to scale the receiver
TABLE Il window size dynamically. Practically, this suggests AP wie
WIRELESSAP QUEUE CAPACITIES (= 95% CONFIDENCE INTERVALS). capacities may not need to be larger than about 60 packets. Of
the newer APs tested, the commercial Cisco and the D-Link
home AP meet this revised guideline.
If a wireless AP supports many flows, the queuing require-
V. DISCUSSION ments of an AP may decrease. Appenzeller et al. [1] show that
a queue should be approximately= RTT x C//n (where

The measured range in queue capacities for different W'rﬁ'i_s the number of flows), as long as there are 250 or more

IeﬁstAPs, e_\zen folrdAPs in the samebcljlss, begs the questw&WS [1]. A typical home AP will not carry anywhere near 250
what capacl yshould access queues be: . flows. However, a commercial AP deployed at a corporation or
With the steady decrease in the price of memory, one mi

, L : iversity may have a significant number of flows. Henderson
assume that simply by over-provisioning APs with large que

it i ¢ by reduci kebd %t al. [5] reported the busiest APs service nearly 300 active
c??ﬁcxlism |mproyet};er ormance fy re UC'T,g palc €PEI0 ients on a wireless campus and Almeroth et al. [9] reported
at the AF. HOWever, In the presence ot congestion, large@uSyy, 1, 500 ysers associated with a wireless AP during an IETF
capacities will produce Iarge_averag_e delay_ t|m_es n _the eeting. The number of flows served by these APs brings the
queue that severe_zly degrade interactive appllca_tloqssw_tbt gueue requirement for the wireless AP down below 30 packets.
real-time constraints. For g)fample, VoIP appl|cat|on5|rde§ Queue capacity needs to accommodate packet bursts, such
one-way delays of 150 milliseconds or !ess [7] and onlin s during TCP congestion avoidance. However, bursts during
first-person shooter games need round-trip delays to berun

- . o fow start and even bursts during short-lived Web traffic are
100 milliseconds [2] to avoid performance degradation.ogir sranall relative to the queue dominance of long-lived flows [1]

congestion, the commercial D-Link and Netgear APs recorde If the wireless AP is handling UDP traffic, such as found
almost 500 milliseconds of delay. Moreover, in a home envij- '

twith the Linksvs AP. th . ing del in some online games and streaming applications, that is
ronment wi € LINkSys AF, the maximum queuing detay nresponsive to congestion and sends at a rate higher than th
200 milliseconds is problematic for interactive applioas.

A wirel AP i ¢ d,Wireless link capacity, then the AP queue will fill to capgcit
WIreless In some sense acts as a router, forwar 'F@gardless of the queue capacity. The full queue will cause

packets from a wired uplink downstream to a w_ireless dPWﬂTI responsive TCP traffic and interactive traffic to suffiermf
link or forwarding packets between connected wirelessitdie the full delay afforded by the queue for each packet. This

The convenhonalgwdellr_we IS thatarouterneeds_ q_ueumgleqreasoning suggests a wireless AP that serves unresponsive
to the average round-trip time of a flow multiplied by th DP traffic should have small queues

capacity of the router interface (the well known bandwidth- Itis possible that in an ideal case, a wireless AP would adapt

delay product, or B SRTT x C) [17]. This guideline comes gueue capacity to current traffic conditions. Implementing

from the goal of maximizing throughput by avoiding underéimple flow counting mechanism such as in [13] at the AP

flow of a queue during TCP's congestpn control algorlthmWould enable the AP to adjust the queue capacity based on
A study of a large trace of TCP connections from an Intern

. e flow count. Examining TCP ACK packets at the AP in
backbone [8] shows TCP round-trip times that traverse th W cou xamining P I

| p 10-1000 mil ds with th i gsponse to data packets could be used to estimate round-
nternet can vary from 10- milliseconds with the me IatrI]ip times and permit adjusting queue capacity with changes

of the minimunt round-trip time about 200 milliseconds.; . : .

. : i _ in delay estimates. Segregating traffic into queue classes a
While IEE.E 802'1.19 _I|nks have a theoretical capacity of 5 roposed in 802.11e could provide small queues for delay
Mpps, typ_|cal appl_|cat|on Ievel_ throqghputs can b_e as '°‘_“a sensitive traffic (such as VoIP or online games) and larger
third of_thls capaC|ty_[18]. Put.tmg.th|s round-trip tlmedmjls queues for delay insensitive traffic.
bandwidth together in the guideline suggests queue cagmcit Note that the queue capacities chosen for illustration in
should be about 300 packétOf the APs tested, only the Section Ill, 100 packets and 1000 packets, reflect default

;:r:)_mmermal Netggtar and commercial D-Link APs are close Boices in recent Linux kernels. The default queue capacity
'Z queue c{ahpam Y- ideli TP q in Linux kernels v2.4 is 100 packets, while the default queue
owever, thiS queuing guldeliné assumes sender acity in Linux kernels v2.6 is 1000 packets. This has
4 . - o . . implications for users that utilize Linux in a PC acting as
Assuming the minimum round-trip time experienced by a caotior .
represents the delay without queuing. a Host AP, whether for functional or research purposes.
518 Mb/s x 0.2 seconds, assuming 1500 byte packets. Finally, performance is often not cited as a reason for
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choosing a commercial class AP over a home class AP [16].These observations suggest future work that rigorously
Commercial class APs have features such as such as befteluates IEEE 802.11 AP performance over a range of queue
security, centralized management, and rogue access paapacity implementations and a variety of traffic scenarios
detection that are important to administrators of heavéigdi The queue capacities reported here provide a starting point
wireless networks. However stability is frequently men&d for research that uses a Host AP to vary queue capacities and
as important. This implies the instability of two of the comevaluate AP design strategies, for further performance-mea
mercial D-Link AP evaluated in this study represents a seriosurements of the commercial APs, or for providing realistic
problem. gueue capacities for WLAN simulations. Furthermore, band-
width estimation tools could be employed in a complementary
VI. CONCLUSIONS fashion to tailor application behavior to avoid overflowitng
wireless AP buffers.
The rapid growth of infrastructure wireless local area net-
works (WLANSs) as the last hop for both commercial and
residential Internet applications puts the spotlight ory kelll G. Appenzeller, I. Keslassy, and N. McKeown. Sizing ReuBuffers.
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Moreover, the secretive nature of the major AP providerS™ pool. The Effects of Loss and Latency on User Performancerireal
with respect to internal designs that they consider prigmye Tournament 2003. IfProceedings of ACM NetGames, Sept. 2004.

: : : : ] M. Claypool, R. Kinicki, M. Li, J. Nichols, and H. Wu. Infeing Queue
has stifled active performance analysis of commercial AP Sizes in Access Networks by Active Measurement. P! ings of

prOdUCtS. the 5th Passive and Active Measurement Workshop (PAM), Antibes Juan-
Given the wide variety of user applications that reside on a_ les-Pins, France, Apr. 2004.

wireless client and send requests throuah an infrastreié@r [4] S. Floyd. RED: Discussions of Byte and Packet Modes, 37198ith
q g additional comments from January 1998 and October 2000.

to an Internet server, it is clear that it is a difficult task &  [5] T. Henderson, D. Kotz, and I. Abyzov. The Changing Usadeao
AP to provide good QoS to satisfy distinctly different appli Mature Campus-wide Wireless Network. Rroceedings of MobiCom,

. . . . Philadelphia, PA, USA, Sept. 2004.
cations. During periods of bursty packet arrivals or whem th [6] M. Hirabaru. Impact of Bottleneck Queue Size on TCP Rrol and

AP nears a saturating offered load due to a high speed wired Its MeasurementlEICE Trans Inf. Syst, E89-D(1), 2006.
link into the access point, the AP queue will fill and producd7] International Telecommunications Union. One-Way Eraission Time.
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undesirable droptail packet losses that will cause inadlier [8] S. Jaiswal, G. lannaccone, C. Diot, J. Kurose, and D. Tewsnferring

delay for applications such as VoIP or computer gaming. TCP Connection Characteristics Through Passive Measutsmeln
Despite the importance of the AP queue for performance, Proceedings of IEEE Infocom, Hong Kong, Mar. 2004. _
the blackbox nature of AP details has produced few reportdd A ™ Jardosh, K. N. Ramachandran, K. C. Almeroth, and EBKding-

A p g p Royer. Understanding Congestion in IEEE 802.11b Wirelestswidrks.
AP gueue capacity measurements of commercial products. AP In Proceedings of IMC, Berkeley, CA, USA, Oct. 2005.

designers have selected their own queue capacities withB4t H. Jiang and C. Dovrolis. Source-Level IP Packet BurSisuses and
Effects. InProceedings of IMC, Miami, FL, USA, Oct. 2003.

a healthy understanding in the research community of th&; £'\i 'w. Li, R. Lu, H. Wu, M. Claypool, and R. Kinicki. Tos and
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Imum queuing .delay at saturatlon and thereby determinifig” A map of the Networking Code in Linux Kernel 2.4.20. Techilica
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was validated to provide S()_lid evidence that APQ aCCL_"atQ!lW] C. Villamizar and C. Song. High Performace TCP in ANSNEACM
measures AP queue capacity. The APQ methodology is used Computer Communications Review, 24(5):45-60, 1994.
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to estimate max_lmum queue ca.pacn-y for seven wireless APY V. Shyamasundar. Throughput Measurement for UDP TraffioitE&ZE
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are problematic for interactive applications that enceunt
congestion due to contending WLAN traffic. While sufficient
for single TCP flows, small AP queues must be studied
further to understand their impact when there are several
contending wireless applications expected good QoS fram th
infrastructure AP.
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