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Abstract—This work focusses on analyzing the optimization
strategies of routing protocols with respect to energy utilization
of sensor nodes in Wireless Sensor Network (WSNs). Different
routing mechanisms have been proposed to address energy
optimization problem in sensor nodes. Clustering mechanism is
one of the popular WSNs routing mechanisms. In this paper, we
first address energy limitation constraints with respect tomaxi-
mizing network life time using linear programming formulat ion
technique. To check the efficiency of different clustering scheme
against modeled constraints, we select four cluster based routing
protocols; Low Energy Adaptive Clustering Hierarchy (LEAC H),
Threshold Sensitive Energy Efficient sensor Network (TEEN),
Stable Election Protocol (SEP), and Distributed Energy Efficient
Clustering (DEEC). To validate our mathematical framework, we
perform analytical simulations in MATLAB by choosing number
of alive nodes, number of dead nodes, number of packets and
number of CHs, as performance metrics.

Index Terms—Wireless sensor network, Energy efficient,
Residual energy, Heterogeneity, Network Scalability.

I. I NTRODUCTION

W IRELESS Sensor Networks (WSNs) are composed of
tiny and miniaturized electronic devices which are

known as sensors. Sensors can sense, compute, store, transmit
and receive data of interests from the environment in which
they are deployed. Due to small size of sensors, a big size
battery source can not be embedded into them therefore
sensors need efficient mechanism for energy utilization. To
improve the life time of the sensors in WSNs, communication
protocols plays an important role. The design objective of
these protocol is avoiding unnecessary data transmission and
reception. For this purpose, switching the nodes into idle or
sleep mode when there is no data to send or receive. For
efficient utilization of energy resources, many routing and
Medium Access Control (MAC) layer protocols are defined.

A Sensor Node (SN) is composed of processor, sensor,
transceiver, and power units. In addition to performing these
functionalities, a sensor node also has the capability of routing.
Due to the remote nature of WSNs deployment, sensor nodes
face energy optimization and quick route discovery problems,
different routing techniques have been proposed to address
these issues. Clustering is one of them and is used in WSNs,
which handles these issues efficiently. Base Station (BS) and
Cluster Head (CH) are the main components of a clustered

network. In a cluster, SNs are located at minimum commu-
nication distance. Each cluster is headed by a CH. All the
nodes in a cluster are in accessible range of the CH. Member
nodes in a cluster send their data to their respective CH, and
CH aggregates data and sends aggregated data to the BS. In
this paper we first address energy limitation constraint with
respect to maximizing network life with respect to bandwidth
consumption. We select different clustering mechanisms, i.e.,
Low Energy Adaptive Clustering Hierarchy (LEACH) [1],
Threshold Sensitive Energy Efficient sensor Network (TEEN)
[2], Stable Election Protocol(SEP) [3], and Distributed Energy
Efficient Clustering (DEEC) [4], how these clustering mecha-
nisms provide feasible solution against modeled constraints.

To validate our mathematical framework, we perform ana-
lytical simulations in MATLAB. Different performance param-
eters; number of alive nodes, number of dead nodes, number of
packets and number of CHs are selected for this purpose. For
evaluating routing strategies, based on clustering techniques in
literature different clustering techniques have been introduced.
Almost all of the clustering techniques consist of two phases,
i.e., setup phase and steady state phase. In setup phase, election
of CH and formation of cluster is performed, while in steady
state phase data is transmitted from node to CH, CH then
aggregates this data and transmit it to BS.

II. PROBLEM FORMULATION FOR NETWORK L IFE TIME IN

WSNS

Let a set of sensors;s1, ..., sN , with adjustable sensing
ranges are deployed in a network. These sensors are alive fora
specific number of rounds,r1, r2, ..., rK , whereK denotes the
index for round number. To maximize network life time,K
must be maximized in such a way that each sensor appearing
in the setsr1, r2, ..., rK consumes at mostE energy (E is the
initial energy of the sensor nodes).

Maximizing K is equivalent to maximizing life time of a
network. The sensing range of sensors in terms of distance,d,
determines energy consumtion by the sensor during activation
period of sensors. If a sensor participates in more than one
set, then the sum of energy spent during network life time has
to be at mostE. There are two ranges,d2 andd4. The energy
consumption for transmitting atd4 is more as compared tod2.
Let us consider for this exampleE = 2, e1 = 0.5, ande2 = 1,
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TABLE I
DETAILED COMPARISON OFCLUSTERINGPROTOCOLS IN THEHETEROGENEOUSENVIRONMENT

Protocol Initial Energy
Level

Scalability Energy Effi-
ciency

Network
Lifetime

Data Aggre-
gation

CH Selection Criteria

Initial Enrgy Residual En-
rgy

Avg. Net.
Enrgy

LEACH Single level Limited Low Poor Yes Yes No No
TEEN Single level Limited Very high Best Yes Yes No No
SEP Two levels het-

erogeneous
scalable Low Good Yes No Yes No

DEEC Multi levels
heterogeneous

Scalable High Better Yes No Yes Yes

M CHs c1, c2, ..., cM , andZ sensing rangesp1, p2, ..., pZ and
the corresponding energy consumptione1, e2, ..., eZ . Initial
relationship between sensor and CH:αizj = 1, if sensorsi
with radius rz covers CHcij . Some indexes are also used
which are;i, ith sensor,j, jth CH, z, zth sensing range, and
k, kth round. Some variables are also defined:rk, boolean
variable, fork = 1..K; rk = 1 there are still alive nodes are
present, otherwiserk = 0, if. xikz is a boolean variable, for
i = 1..N , k = 1..K, z = 1, ..., Z; xikz = 1 if sensori with
rangepz is in coverk, otherwisexikz = 0.

Max r1 + ...+ rK (1)

Subject To

K
∑

k=1

(

Z
∑

z=1

xikzez ≤ E) ∀i = 1, ..., N (1.a)

Z
∑

z=1

xikz ≤ ck ∀i = 1, ..., N and ∀k = 1, ...,K (1.b)

N
∑

i=1

(
Z
∑

z=1

xikz × αizj ≥ rk) ∀k = 1, ...,K and ∀j = 1, ...,M (1.c)

xikz ∈ 0, 1 and rk ∈ 0, 1 (1.d)

K represents an upper bound for the number of rounds.
The first constraint in eq. 1(a),

∑K

k=1
(
∑Z

z=1
xikzez ≤ E for

any i = 1..N , assures that the energy consumed by each
sensori is less than or equal initial energy of each sensor. In
eq. 1(b), the constraint

∑Z

z=1
xikz ≤ rk, for any i = 1..N

and k = 1..K, guarantees that, if sensori is part of any
round k then exactly one of itsZ sensing ranges are set.
Whereas, in eq. 1(3),

∑N

i=1
(
∑Z

z=1
xikz × αizj ≥ rk for any

k = 1..K and j = 1..M , guarantees that each CHCj is
covered by each roundrk. After problem formulation through
linear programming technique, now we discuss the strategies
of selecting routing protocols for WSNs to maximize the value
of K.

III. C LUSTERING PROCESS INCHOSENPROTOCOLS

Basically, in an operation of any clustering protocol, three
states occurs in following sequence.

1) Advertisement state: In this state, for every protocol, CHs
are elected on the basis of different parameters like initial
energy of each node, remaining energy of every node, and the
total network average energy. When CHs are elected, after that,

they advertise their status to their respective member nodes
(non-CH which are associated with their respective CH) by
using CSMA-CA MAC protocol. Selection of non-CH is based
on Receive Signal Strength Indicator (RSSI).

2) Setup state: A neighboring CH node, after receiving
status of cluster members, allocates TDMA based time slots
to the Non-CHs nodes, so that they send data to the CH.

3)Steady state: It is the data transmission state, in which
non-CHs sensors sense environment and send sensed data
to CH, during allocated time slots by the CH. A CH then
aggregates the sensed data and after compressing the sensed
data, it transmits sensed data to the BS.

The clustering process completes in both the advertisement
and set up states. Therefore, first of all, we describe cluster
head selection criterion in the hierarchical clustering protocols.
After it, in the next subsection, we describe cluster formation
process in LEACH, SEP, DEEC and TEEN protocols in detail.

A. CH Selection in Hierarchical Clustering Protocols

In wireless sensor networks, we choose cluster heads for
data aggregation and transmission in such a way that more
energy is conserved, as given in eq. 1(a), that each node is
restricted to utilization of limited energy which is equal to
E, as mention in eq. 1(a). With the help of CH selection
criterion in different protocols (homogenous or heterogenous)
may enhance the stability region and life time,K, of the whole
network. Therefore, we have studied different CH selection
criterion for selected protocols.

1) LEACH and TEEN Protocols: LEACH and TEEN fol-
low self organizing and adaptive CH selection criteria. In
setup phase, CH is elected on the bases of following threshold
equation [1].

T (n) =







P

1− p(r ∗mod(1/p))
if n ∈ G

0 otherwise
(2)

where,P is the desired number of CHs,r is the current round
andG is the set of nodes that have not been CH in the current
epoch. Epoch is the number of rounds for a CH, after which
again it become eligible to become a CH. Each node generates
a random number between0 and1, if the number is less than
the node’s threshold, then this sensor node becomes a CH.
After the election of CHs, each CH advertises its status using
CSMA MAC protocol. Node selects its CH, on the bases of
RSSI and link quality of all CHs, existing in range of that
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node. All nodes send their membership willingness message
to the suitable CH, using CSMA MAC. Then CHs schedule
all nodes using TDMA for data transmission. In steady-state
phase, each node transmits its data to their respective CH in
specific allocated time slots. CH then aggregates data and
sends the compressed data to BS. Fig. 1 shows clustering
mechanism in LEACH.

All Alive 

Nodes
Se ec a Node 

( ) f o set G

Calculate Threshold 

T(n) for node (n)

If Random 

Number 

˂ T(n)

Select node (n) 

as Cluster Head 

Yes

St r

End

Fig. 1. Flow chart of CH Selection in LEACH protocol.

2) SEP Protocol: SEP is a protocol for heterogeneous
network; heterogeneity in terms of initial energy deployment
in SNs. SEP assumes that in real environment nodes have dif-
ferent energy, therefore SEP two types of nodes, i.e., advance
nodes and normal nodes. Advance nodes have anα amount
of more energy than normal nodes. SEP assign a weighted
probability to each node based on its initial energy. Moreover,
it improves the cluster formation of LEACH by decreasing the
CH epoch interval of advance nodes, i.e., advance nodes get
more chances to become a CH. LEACH threshold formula in
eq. 3 works well for homogeneous energy nodes, however, the
problem of maintaining well distributed energy consumption
constraints; eq. 1(a-c), in the stable period arises in heteroge-
neous energy nodes environment. SEP resolve this issue by
introducing guaranteed well distributed energy consumption
constraint in the stable period [4], for maximizingK. For this
purpose, a weight is assigned for individual probabilitiesfor
election of CHs for advance and normal nodes. Therefore SEP
gives two different threshold formulae given in eq. 4 and 6.

T (Snrm) =







pnrm
1− pnrm(r ∗mod(1/pnrm))

if Snrm ∈ G
′

0 otherwise
(3)

where,G
′

is the set of normal nodes which can become CH
and

Pnrm =
Popt

1 + a.m
(4)

T (Sadv) =







padv
1− padv(r ∗mod(1/padv))

if Sadv ∈ G
′′

0 otherwise
(5)

where,G
′′

is set of advance nodes, which can become CH
and

Padv =
Popt

1 + a.m
(1 + α) (6)
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for Selected Node

Generate Random 
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for Selected Node
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˂ T(Sʹ)
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Number 

˂ T(Sʺ)

Select Node as 

Cluster Head

Select Node as 

Cluster Head

Yes
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Belongs to Gʹ 
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Yes
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Fig. 2. Flow chart of CH Selection in SEP protocol.

CH selection process of SEP is depicted in Fig. 2.
3) DEEC Protocol: DEEC is another enhancement of

LEACH for multi-level heterogeneous environment with re-
spect to level of energies in WSNs. In SEP, energy distribution
for two levels, i.e., advance nodes and normal nodes, whereas,
DEEC introduces multi-level heterogeneity for maximizingK.
The nodes having greater residual energy have more right to
become a CH. Therefore, CH formation in DEEC is based
on residual energy of entire network and residual energy
of the node that wants to become a CH. SEP calculates
optimum number of CHs from equation 5 and 7 for advance
and normal nodes, respectively. While, in DEEC, for multi-
level heterogeneous node energy environment, nodes with
higher residual energy attains more chances to become a CH.
Therefore, DEEC calculate optimum number of CHs for each
round from the following two equations [4].

P (i) =















poptEi(r)

(1 + am)E′(r)
if Si is normal node

popt(1 + α)Ei(r)

(1 + am)E′(r)
if Si is advance node

(7)

where,E
′

(r) is the average energy of the network at roundr
and is given by [4]:
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E
′

(r) =
1

N

N
∑

i=1

Ei(r) (8)

Ei(r) is the residual energy of the node at roundr. Based on
Pi, DEEC calculates threshold [4] as:

P (Sadv) =
PoptN(1 + αi)

(N +
∑N

i=1
αi)

(9)

DEEC evaluates that if the residual energy of the node is
greater than the average energy of the network, then it has
more chances to become a CH. Thus, energy is well distributed
in the net work as it evolves.

CH selection process of DEEC is give in a flow chart; Fig.
3. Table. I, briefly describes LEACH, TEEN, SEP, and, DEEC,
protocols with respect to their mode of functioning and energy
heterogeneity.

B. Cluster Formation Process in Hierarchical Clustering Pro-
tocols

According to the hierarchical levels, The cluster formation
process of LEACH, SEP and DEEC protocols is different from
the TEEN. That is why, we characterize LEACH, SEP and
DEEC as mono-level hierarchal protocols, whereas, TEEN is
considered as mono, bi or multi-level hierarchical protocol i.e.,
hierarchy level depends upon network size.

Base Station

B
c

A

Normal Node

Advance Node

Maximum Energy 

Node

A LEACH Cluster

B TEEN Cluster

C SEP Cluster

D DEEC Cluster

D

Fig. 4. Flow chart of basic mechanism in LEACH, TEEN, SEP and DEEC

1) Cluster Formation Process in Mono-level Hierarchical
Routing Protocols: In LEACH, SEP and DEEC protocols, the
cluster members nodes sense the required information from the
environment in which they are deployed and then transfer their
sensed information to the CH in the allocated time slots. The
CH accumulates the cluster members sensed information and

after evaluating compression on the sensed data, CH further
transmits aggregated data to the BS. In the same manner, other
clusters in these protocols, transmits their information to the
BS, and thus, they make mono-level hierarchy in WSNs. The
mono-level clustering hierarchy in LEACH, SEP and DEEC
Protocols is also shown in Fig. 4.

2) Cluster Formation Process in Multi-levels Hierarchical
Routing Protocol: TEEN further enhances LEACH by forming
hierarchical levels of CHs. BS is at the top level in this
hierarchy. In this scheme CHs do not send their data directly
to a BS, instead lowest level CH send its data to CH one
level above in hierarchy and so on. This is the way, a TEEN
protocol makes hierarchy in the network. In this way farther
CHs save their energy by sending data to nearest CH. Although
this scheme is beneficial for farther CHs, but not suitable for
CHs that are near to BS. The multi-levels clustering hierarchy
in TEEN protocol is also shown in the Fig. 4.

IV. SIMULATION RESULTS

In order to evaluate the performance of the selected pro-
tocols against maximizing objective functionK, we perform
analytical simulations in MATLAB. Simulation parameters are
given in table II. ForN , 100 nodes are randomly scattered in
network field of100mm area. BS is placed at the center of
the network field. In order to obtain more realistic results,we
adjust the heterogeneity level for different routing protocols
according to their proposed model. For energy dissipation
characteristics, we adopted first order Radio Model, which
is given in [1]. Before discussion of simulation results, it
is necessary to define performance metrics. We will use
following performance metrics in our results discussion.

Table.II. Simulation Parameters
Parameter Value
Network size 100 × 100 meters
Minimum initial energy E = 0.5Joule
Popt 0.1
Packet size 4000 bits
Transmit/ Receive Electron-
ics

Eelc = 50nJ/bit

Data Accumulation EDA = 5nJ/bit/report
Transmitter Amplification
(d ≤ d0)

Efs = 10pJ/bit/m2

Transmitter Amplification
(d ≥ d0)

Emp = 0.0013pJ/bit/m4

Stability Period: Time duration between the starting of
network process and expiry of very first node in the network.

Instability Period: Time duration between the expiry of
very first sensor node and very last sensor node of the network.

Network lifetime, K,: Time duration between the network
process initialization and the expiry of the very last alive
sensor node in network.

Cluster heads per round: These are the some percentage
of the nodes, that collect the sensed information of their
associated cluster members and directly send to BS.

Alive nodes per round: These are total number of nodes
that have not till yet expended all of their energy.

Packets to BS: These are total data packets that are
successfully sent from their CHs to the BS.
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Fig. 3. Flow chart of CH Selection in DEEC protocol.

Table.III. WSNs’ Protocols and their features
Protocol Routing Type Initial Energy of Nodes Hierarchal Level CH Selection
LEACH Proactive Homogenous Single Threshold-based Probability
TEEN Reactive Homogenous Single Threshold-based Probability
SEP Proactive Heterogenous Bi-Level Threshold-based on Weighted Probability
DEEC Proactive Heterogenous Single Residual Energy + Average energy of the Network

Figure 5 shows stability period and network life time for
of the network for all routing protocols with respect to alive
nodes inrk number of rounds. We can observe that stable
period of LEACH is very short. Stability period of LEACH
is almost23%, 55%, 50% less than SEP, DEEC and TEEN,
respectively. Because, LEACH treats all nodes without energy
discrimination therefore it looses full advantage of nodesthat
have more energy. While SEP treats all the nodes with initial
energy discrimination, therefore, the stability period ofSEP
is more than LEACH. DEEC has almost25%, 10% longer
stable period than SEP and TEEN, as depicted in Fig. 6.
This is because of heterogeneity-awareness of DEEC, which
provides feasible solution against eq. 1(a-d). TEEN has better
stability, as compare to LEACH and SEP. Reason behind this
performance of TEEN is less number of transmissions, done
by TEEN. Network life time of TEEN is almost48%, 85%,
98% greater than DEEC, SEP and LEACH, respectively.

Figure. 6 shows number of dead nodes as network operation
proceeds. Results shows the instability and value ofK of the
network. We can see that network lifetime results are identical,
as shown in previous Fig. 5. An important information that
we can derive from this figure is instability faced by routing
protocols that SEP has minimum and TEEN has maximum
unstable region.

Successful data delivery at BS is an important factor to
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Fig. 5. Network Life Time of four Protocols

analyze quality of routing protocol and it depends upon value
of E, K and resultant values ofxizp andαikz during network
life time, as mentioned in eq. 1. If BS is receiving high data
it means routing protocol is working properly. Fig. 7 shows
the comparison of every protocol for number of packets that
are sent to BS. Result shows that DEEC has highest successful
data rate, as compare to other routing protocols. It is because of
shorter value ofK (In fig. 5) in LEACH and SEP, as compare
to DEEC. However, TEEN has better network life time, as
compare to DEEC, however its execution provide low data
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Fig. 6. Dead Nodes Versus Time.

delivery, as compare to DEEC. Reason behind this unusual
result is limited transmissions of TEEN. DEEC, is time-based
routing protocols and it has to transmit data continuously.
While TEEN is threshold based and have limited information
to share with BS.
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Fig. 7. Packets sent to the BS Versus Time (Rounds).

Figure. 8 depicts the number of CH which are selected in
each round. These all routing protocols are utilizing distributed
algorithm for selection of CHs. A main challenge faced by
clustering routing protocols is their un-reliable distributed
algorithm of selection of CHs as we formulate in eq. 1(b)(c).
It is observed in Fig 8 that guaranteed number of CHs are
not selected continuously. DEEC and TEEN mostly generate
CHs above required average of CHs. Distributed algorithm
generate un-even number of CHs for every round that can
disturb performance of network where optimal number of CHs
are necessary to enhance network’s life.

The brief comparison of LEACH, TEEN, SEP and DEEC
clustering protocols is given in table III. This analyticalcom-
parison clearly elaborates that LEACH and TEEN protocols
support homogeneous environment and both have very limited
scalability. SEP and DEEC are designed for heterogeneous
network. These protocols are scalable than LEACH and TEEN
protocols. TEEN protocol is highly energy efficient due to
its event driven operation, therefore, it has highest valueof
K as compared with other three protocols. SEP protocol is
low energy efficient than the TEEN and DEEC protocols,
however, it also has good life time than the LEACH protocol.
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Fig. 8. Count of Cluster Head

DEEC protocol consumes less energy as compared to SEP and
LEACH protocols, therefore, also has high value ofK than
SEP and LEACH.

V. CONCLUSION

Energy optimization and efficient route discovery are chal-
lenging issues in WSNs. Different techniques have been pro-
posed up till now to address these issues. Clustering technique
is one of them, and this work is devoted to evaluate the
efficiency of different clustering schemes. For this purpose,
we first address energy limitation constraint with respect to
maximizing network using linear programming formulation
technique. To check the feasibility of different clustering
techniques against modeled framework, we select LEACH,
TEEN, SEP and DEEC. It is concluded from our analytical
simulation results that DEEC is the most energy efficient
protocol for heterogeneous node energy network. However,
TEEN is more energy efficient and attain highest value ofK
due to its hard and soft threshold based communication. The
energy consumption of TEEN is better than others due to its
less data transmission to BS. Whereas, DEEC is efficient in
sending maximum information to BS, while TEEN lacks due
to its restriction on communication. SEP is good in selection
of optimum number of CHs, and therefore produces small
variations in CH selection. Thus overall DEEC outperforms
among selected protocols by providing feasible optimum so-
lutions against constraints of modeled frame work.
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