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Abstract—Wireless Sensor Network Configuration Problem their data to other sensor nodes according to a multi-
seeks to dimension a WSN while taking into account both hop transmission scheme. As remarked in previous work
the traffic pattern, data aggregation and the transmission [la D'] this data gathering scheme leads to uneven

range assignment. Regarding the objectives of the problem, depleti £ h H th t
we first intend to minimize the overall energy consumption of energy depietion of the sensors. Hence, the Sensors nex

the network and next to guarantee node energy consumption t0 the BS spend more energy because they have to relay
fairness between the sensors. Previously, we discussed thi@lso the data of the other sensors. The imbalance energy

problem for the linear network. Herein, we consider a two- depletion gets a huge importance in sensor networks as
dimensional network where sensors are uniformly placed it can cause the death of the whole network. To remedy

in the target area. The network is divided into cells and thi bl diff t h d which deal
the Network configuration problem has to determine the IS probiem, difierent approaches are proposed which dea

number of cells and their respective sizes such that the above With load balancing, re-routing, deployment, etc. In our
objectives are met. A framework, based on the dynamic case, we consider the network configuration problem which

programming algorithm, is proposed to solve this problem. can be managed in the planning phase of network design.
;lesafrl?):/nveg:l)cr)]:k Ft)r(t)'wdels optlrra', solution, is scalable and \jqre gpecifically, the problem assumes a uniform node
putational complexity. distribution and a circular network area. This area is didid
_ Index Terms—WSN, Dynamic programming, Network con- into concentric circles forming coronas. Nodes belonging
figuration; to a corona will forward the data generated by the nodes
themselves together with data generated by higher-level
l. INTRODUCTION coronas. Each node in a given zone adjusts his transmission
A typical Wireless Sensor Network (WSN) is composedange according to sizes of the zone to whom it belongs.
of a set of tiny motes that sense their environment amksides the transmission range assignment, node energy is
transmit sensed information, hop-by-hop, to a processiatso affected by the amount of data that it relays. For a given
workstation through the Base Station (BS). Nowadayspde, the amount of data that it relays is not depended only
WSN represents an emerging disruptive technology witin its respective position in the target area but also on the
potentially a wide range spectrum of applications. We refelata aggregation demands which are mostly related to the
the reader toﬂ][l 2] for a summary of recent application/pe of application. Therefore, we take the aggregation int
Faced with stringent constraints affecting, for exampie, eaccount in our model.
ergy, bandwidth and memory use, WSN technology needsSolving this problem is not trivial. For a network con-
to be carefully managed in order to meet the requiremerfiguration scheme we have to find the optimal number of
of applications. Optimization techniques and strategires aoronas and zones and the length of each corona according
applied at the physical, access control, network and agpli¢o the aggregation model in order to i) minimize the total
tion layers to improve its performance. A primary conceranergy consumption and ii) guarantee fair energy depletion
in wireless sensor networks is the energy constraint. far all the nodes. We propose a dynamic programming
carefully designed network can be a very effective medramework for this problem. It solves optimally the problem
to conserve energy and therefore extend the lifetime of thed can be adapted for different types of aggregation
network. schemes, energy models estimation and different objective
In our previous work [[3], we were focused on thdet us first briefly recall the principle of Dynamic Pro-
network configuration problem for the linear network casgramming (DP). DP is a sequential approach, proposed by
We observed thaB1% of energy could be saved if theBellman [1] for optimizing a given objective function. The
network is divided according to the method propose&ﬂin [3problem is thus broken down into stages and the aim at
In this paper, we will consider the network configuratiomvery stage is to select the optimal decision so that the
problem in WSN for the two dimensional network. Weobjective is optimized over the current number of stages.
assume that the sensors are placed in the target area ldadce, in each stage we solve only once the corresponding
send periodically their data to the sink. As the sink magubproblem. The results of each stage are stored and later
be located far from the nodes, these ones have to relased to backtrack the optimal values. The most typical



example of a DP implementation is the shortest path. tfiroughput is assumed to be a constant. The question is
we agree thatA...B...C) is the shortest path between thehen to determine the percentage of total data that each
points A and C and passes through B, then AB is evidenttyprona will forward and generate. The problem is easier in
the shortest path between the points A and B. the case where this matrix is independent of density: here
The remainder of the paper is organized as followslensities are iteratively calculated from the top down for
Our literature review is presented in sectigh 1l. Sectioeach corona (the number of coronas and their respective
[Mintroduces the assumptions a of the problem and theidths are assumed to be known). The other scenario,
notations used throughout the work. In section IV wwhere the routing decision depends on the node density, is
introduce our algorithm which intend to minimize the totaélso solved iteratively. ThﬂllB] strategy starts out frdma t
energy consumption and next[ih V we focus on the strateggsumption that densities are known, computes the routing
which guarantees the energy fairness expenditure. Sectioatrix, calculates the densities like for the first scenario
VIprovides comparative computational tests for severahd repeats the process from the beginning until the load
scenarios. Finally, sectidn Y1l concludes the paper. is balanced between the coronas. [12], on the other
hand, data collection is modeled through a Poisson process.
The density control algorithm then uses a logic almost
identical to EB]. This method provides a non-uniform
In order to mitigate the energy holes in a data gatherirgndom deployment in which the density increases closer
network, E)] dialed with the network configuration problemo the BS.
seen in terms of general design guidelines for the WSN. |n this paper, we provide a more genera| approach for
They considered a network where sensors are uniformjye network configuration problem which can consider data
deployed and the data are fully aggregated in each heggregation, different energies (for e.x. receiving arld id
The problem required to divide the network into coronagnergy) regarding two different objectives. Moreover, it
and to determine the optimal number of coronas amgfovides optimal solution for the problem.
their respective sizes while taking into account only the
transmission energy. In order to minimize the total energy
consumption, the authors showed that the coronas’ width [1l. PROBLEM DESCRIPTION
should the same. Next, they propose an iterative process . L .
which determines the corona’s width for achieving energy we assume that the sensors are unlformly_dlstrlbu_tt_ad na
expenditure balancing. Circular monitoring area. There is only one _smk, pOS|_tubne_
The network configuration problem is discussed also f?\t the cgnter of th_e zone. The sensors W'." transmit thelr
[@], which proposes a method for dividing the networwformgtmn according to a many-to-one traffic p_attern gsin
into coronas, then the coronas into subcoronas and finaf mUI.t'hOp scheme. TOtf"‘I. energy consgmpnon will _be
the subcoronas into zones such that the load in every zong%'(g'm'zed by optimally dividing the area Into concentric
balanced. In this model, there is always a mapping betwe 91r_or_1a501,02, +Chn c_entered _at the sink and then sul_)-
the sensors of a given zone belonging to a corona, and \é|d|ng each corona into a given .n.ur.nber .Of zones. Fig.
sensors of another zone, belonging to an upstream cor QJIVes an examplle of network division with coronas
The problem of finding the optimal number of corona‘fom"’unlng respectively 1, 4 and 8 zones. Moreover, the
is modeled as an optimization problem and a simulat %ngth of every corona can be varied. For.each zone thgre
annealing algorithm is proposed. The problem of dividin only one sensor, the cluster head, that is able to receve
the coronas into subcoronas and zones is solved iterativaormation from other sensors in the zone, aggregate this

This network division scheme assumes that the coronas a rmation and transmit it to the downstream zone closer to
the subcoronas have the same width and that the num BS. We assume that any sensor in the zone is a potential
of zones is the same for each of them cluster head. Notice that we can easily shift from this model

In [@] on the other hand. the number of coronas and & specific-sensor placement model in which the cluster
their resp,)ective lengths are e;ssumed to be known, and d position must be explicitly determined by adapting the

transmission range must be assigned for each corona'88'° transmission range allocated to each zone.'
as to maximize network lifetime. The transmission range For the.above pr'oblem, we use an aggregation model
will actually determine the next hop corona. The algorithfif®Posed inlf8], which has the form=maz + c wherez
proposed for this problem builds a graph in which the nod@9dy are the nod_e mput and out_put information quantities
represent the coronas and the edges represent the feadfRECtively;n varies in[0, 1] andc is a constant. Moreover,
wireless communication links between any two corona€ @ssume that each node will generate an unit traffic.
The algorithm builds a set of spanning trees for each node Finally, for the network model as described above, the
and those having the best performances in terms of netwS#estions to be answered are:
lifetime are selected. Among the spanning trees that ieclud « What is the optimal number of coronas that minimizes
the most distant corona and th@S, the one with the energy across the whole network? What are their
longest lifetime is retained as the solution to the problem. respective radii?

In [13] the transmission structure is given by a particular « What is the optimal number of zones that a corona is
matrix called the routing model and the network data divided in?

II. RELATED WORKS



Algorithm 1: Network area configuration - Strategy 1
Input: Node density.,, Network area radiug,
Maximal number of zone divisions,
Generated traffic per nodes;
Output: Minimal energy e, Optimal number of
coronasn;
Initialization : {E] ,|y<R}, n=1;
repeat
for ((y«1 to r) and (@«2 to n)) do

B =

for ((vc1 to y) and (P2 to @)) do

A W N P

[62]

. . . nt1 : nt+l pn O

Figure 1: Two-dimensional network By emin{ByG, BY p+E(y-2,Q-P)}
7 n<n+1;

Here we assume that each zone has a cluster head that £y« ming<n{£y o}

will aggregate the traffic and transmit it towards the until =~ <eg;

cluster head of the downstream zone closer toAi%e 14 display n, .

The energy model that we use to estimate the energy
consumed by them is proposed In [#,x denotes the
energy used for transmitting ardz x the energy used for

receiving, as in equatio(1). according to formula[{3). Heréy — ) gives the length of
Erx = (Eeiec + Eqmpd) - B 1) the last corona and Q (resp. P) gives the number of zones
FErx = FEpe.- B in the last (resp. last but one) corona. A simple illustratio

: . is given in Fig.[1.
In these equationd corresponds to the distance of com- 9 o1

munication. Besides the energy spent for receiving and E(y —z,Q — P) = Q- f1i(y,z, P) + fo(y,z,Q) (3)

transmitting the data, sensors consume energy also in Wﬁere:

idle mode. For the sake of the simplicity, the idle energy

is not considered for this problem. fily,z, P) = (Eetec + Eamp - (Re(y, 2, P))” + Erec)-af (4)
In order to simplify the further reading of the paper, weyith

present below the table of notatidds I.

hop term is represented Wy(y — z, @ — P) and computed

1
Ry P = (o7 48 = 2eeos()) @

IV. MINIMAL ENERGY CONSUMPTION- STRATEGY 1 ) .

) i . _ Equation [(%) gives the energy used by the cluster head

Our solution for the network configuration problem if each zone in the!” corona to transmit the information
based in two steps i) parameter discretization ofrtéus towards the next cluster head closer to & while using a
and thenumber of zones for each corona respectively, and transmission range defined by th&(y, =, P) function. As
ii) dynamic programming implementation. We assume thift the sensor placement problem, the transmission range

the sensor network has an uniform node distributiorand |s_calculated based on the cosine formula. However, in
1Q this problem we do not know the cluster head placement,

each sensor generates a constant traffi@. Hence, for a therefore we consider the maximal angle for computing the
such network with radiug? and number of zone®/, we transmission range which depends only on the number of

apply Algorithm[1. zonesP of the precedent level — 1.

In the initialization phase, the algorithm computes the 5
energy spent in a simple cel( = 1) in which all the Fa(y, 2, Q) = (Betee + Bamp (Re(y,2, Q)" + Erec) gy
sensors transmit their information directly to the' using cnam(y® — 2*)ap

the same transmission range The energy values for the . _
first vectorE;,1 are computed according to formu@ (2).  Equation [(6) gives the energy consumed by all the sen-

) , 5 sors in a corona for performing intra-zone transmis§lons
Ey1 = (Betce + Eamp - y") - namy’ o (2) Regarding algorithrl1, we calculate the mafig? , |(y <
In the next step, the number of coronas is two £ 1@ < N)} for subsequent values of parameterNext,
2) and the algorithm computes the matrpE2 ,|(y < we find the £} which is the minimal value of the last
Y, - i H
R,Q < N)}. For eachn coronas’ number, a new matrix"W of the matrix{E% y }. We stop the callculathns when
{El'ol(y < R,Q < N)} is generated wherd/ gives the We reach some: such thate} < E7''. During the
maximal number of the zone divisions of the last corona., o . .
Th lements of each matrix for a givenare computed « Int_ra-;one transmissions include the receiving and tramisigiopera-
ee ) ] g e p tions inside a zone between the cluster head and the othsorsein the
based on the dynamic programming principle where the lashe.



execution of the algorithm we keep track of those values

Cell sizes H

Algorithm results

\
(x;, P;) that allow to achieve the minimum of energy at ‘ ‘ Radius of each | Number of zones
the current iteration. The solution can then easily be built corona from theB.S
by backtracking these stored values. At the end of the | corona9 || 100 \ 27 \
algqrithm we obtain the optimal number of coronas for | corona 8 || 90 | 24 |
minimum energy consumption, as well as the number of | corona 7 || 20 | o1 |
zones for each intermediate corona and the corresponding
radius. | corona 6 || 70 | 18 |
a) Remark: In the general case, where the aggregation | corona’s || 60 \ 15 |
model isy = mx + ¢ the equation in the lin€l6 of the | corona 4 || 50 \ 12 \
Algorithm [ is modified according to the equatidn (7). | corona 3 || 40 ‘ 9 ‘
EZ,EI — mln {E;l:al? E;L,P—i_m ((E€l€C+Eampx2+ET€C) ‘ corona 2 H 30 ‘ 6 ‘
| coronal || 22 \ 1 \

7(y? —2*)af + E(y — z,Q — P)}

(7) Table
sumption, network radiu® = 100m

Next, the equatior{3) will be modified as[ih 8.

E(y_xaQ_P) = Qf1(y,1‘,P)(y2 _xQ) +f2(yaxa?))

8
For the simulations, the nodes are uniformly deployed in the
circular area and generate a constant amount of traffic. The
cluster head of each zone aggregates all the informatidn tha
it receives and transmits a constant amount of traffic to the
closest cluster head. Tallé Il lists the system configumatio
parameters in detail whereas the values of the energy
model are given in Tabl@l |. For these parameters, some
experimental results for Algorithid 1 are presented in Table
[Tl As we can observe, the optimal number of corona$, is
and the algorithm determines the radius of each corona and
the number of zones, both of which decrease uniformly.

Table II: Simulation parameters

I1l: Optimal configuration for overall energy con-
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Figure 2: Energy versus network area radius

. LBl .
Type || Parameter | Value energy consumption while2 is the average energy con-
I Area radius | 50m - 300m sumed by a sensor when the network’s radjj snd itsn'"
Nework | ™ Node distribution | Uniformly corona is divided int@) zones. The ternV1 is the number
I Node density | 0.02 _of_ Fhe_ sensors deployed_ inlthe_z area with a r@diln_the
|| Data generation rat8 | 100 bps mmah;auon phase, matri¢, ; is computed according to
Application || Data traffic per nodex | 0.003 Erlan equation[(R). TheE(y —z,Q —P), fi(y,x, P), Ri(y, =, P)
H i ‘ - 9 and f»(y, z, @) functions are given by the corresponding
e 0.07

|| Compressionratio | m=0|c=a-3

The energy consumptions of the whole network foP€NSOrs in this zone. o
different network radii and node densities are presented inAt first, the algorithm finds the network division:i( Pi

Fig. 2.

equations[(B),{4)[{5) andl(6). The ratie®-®L)E2w.2.Q)
gives the2 S(zansor’s energy in the respective zone while
N2 = W=2)2mni j5 the corresponding number of the

values) for a givem which guarantees a fairness consump-

tion of energy for each sensor in the network with a coeffi-

V. ENERGY FAIRNESS

ciente. Second, by iterating this procedure for differenit

seeks the minimal value of total energy consumption. This
Assuring energy fairness between the network clusteralue is reached for some which satisfies the inequality
is an alternative objective to minimizing total energy con£};~' < E%. Algorithm[2 is implemented for the scenario
sumption. Here the optimal solution to the problem givedescribed in SectiofJll. The application and parameter
a network configuration such that differences in the energglues are defined in Tallg Il wheres the energy parameters
consumed by the sensors of different cells and the overate given in Tablé]ll. The results are shown in Tdblé IV.
energy consumed are minimized. To solve this problem, if@r application needs, the number of zones in one corona
propose the Algorithni]2. Her& , represents the total should be a multiple of this in the downstream corona.
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Algorithm 2: Network area configuration - Strategy 2 g L0  Energy consumption

nput: Node density.,, Network area radius ». pedap | | Node density (nd) nodelf
Input: Node densitys, Network dus, L ] e v |
Maximal number of zone divisions, o
Generated traffic per nodes, Coefficiente ; o
Output: Minimal energy £, Optimal number of st ot
coronasn; s, o
1 Initialization : {E} ,|y<R}, n=1; 2 .
3t * nd=0.:04
2 repeat R X
. +
3 for ((y«~1 to r) and (Q+«2 to n)) do 2r PR s ¥
n+l _ . i : T SR oF
4 E,q = . : v *
5 for ((151 to y) and (P“2 to Q)) do % 60 80 100 120 140 160 180 200 220
. B B Area Radius (/m)
6 if (2L (e PtRhwed)) . —o.l) then
Figure 3: PEDAP and Strategy 1
Bl emin{ B B o+ E(y—2,Q—-P)} . _
x 10 Energy consumption
35 T T T
. ;
n<n+1; 3r * - Stategy 2 1
-E;/LHminQSN{EZ‘Q}; 25F :
10 until Br-'<eR; M
g 2
11 display n,E. > *
% 15F %
*
1 :
¥
However, this can be easily taken into account by assuming osl Lot
that the number) of zones, in algorithni]2, is a multiple o
“
of P. 0

i i i i
50 100 150 200 250 300
Network Area Radius (/m)

Cell sizes I Algorithm results |

Figure 4: Energy consumption
Radius of each Number of zones
corona from theBS
corona 8 || 100 30 ) o ) )
= assume that nodes are uniformly distributed in a circular
area. To calculate the energy consumed by PEDAP we
corona 6 || 72 21

\ \

\ \

| | construct a spanning tree that includes all the nodes. In
corona 5 || 60 \ 15 \ the spanning tree we differentiate between terminal and in-

| |

| |

| |

\ |

\
\
| corona 7 || 86
\
\
\
\
\
\

corona 4 || 48 12 network nodes. The terminal nodes use energy only for
corona 3 || 36 transmittil_’lg, while the others use energy for transmitting
and receiving, in accordance with equatiohs (1). In both
corona 2 || 24 . . .
scenarios each node hasErlang of traffic, and the radio
corona 1 || 12 1

data rate ig3 bps. The results of the comparison are given

. . ' . . in Fig. [3. Our algorithm outperforms PEDAP, and more
Table IV: Optimal configuration for energy fairness, net- . .
work radiusR — 100m S0 in th_e case of large dense networks, which shqws that
it is quite scalable. The overall energy consumption for
Strategiesl and?2 is given in Fig.[4.
theThrough simulation we also remarked that the behavior
of energy function toward the node density changes is
similar for both strategies.
For the network configuration problem we have looked
Now we look at the differences between Stratdggnd at two strategies which seek respectively to i) minimize
PEDAP (Power Efficient Data Gathering and Aggregatiotine energy consumption and ii) ensure a fair energy dis-
Protocol) proposed in|:|[5]. The PEDAP algorithm buildgribution while minimizing the total energy consumption.
a near optimum spanning tree and is designed for dafthe trade-offs between the two strategies are in terms of
gathering in sensor networks. One basic assumption gibbal energy, fairness and complexity. The results show
this algorithm is full aggregation, meaning that each nodbat Strategyl presents a lower bound of network energy
will transmit only one packet to its parent regardless afonsumption, but also that Strateyis very close to this
the number of received data packets. In both cases, meund (see Fid.14).

For the general case of the aggregation model,
changes proposed [n_IV-0a should be considered.

VI. NUMERICAL RESULTS



In this paper we analyze the network configuration[g]

VII. CONCLUSIONS

problem for a many-to-one WSN. For a given network
where the nodes are uniformly distributed, the problem
is to determine the optimal number of coronas/zones and

their respective sizes such that some energy objecti\{%]

are met. We show that an appropriate configuration of
the WSN, addressing the coronas configuration and the
respective power assignments, leads to considerablegsavin

in energy. Our algorithms, whose aims are to minimiz

the total energy consumption and/or to ensure fairness in

the energy consumption by different nodes, are based

the dynamic programming method. Our overall observation
is that dynamic programming is an effective method for
handling trade-offs between the parameters for a number of

variants of the network configuration problem. It provideﬁ3]

an optimal solution to the problem for a given objec-
tive function and reduces the computational complexity in

comparison with other methods proposed in the literaturg.4

Moreover, the method can be adapted to different energy
consumption models without increasing the computational
complexity of the solution. In the future we shall be looking
at the effects of combining different routing protocolswit
solutions obtained for the network configuration problem.
We think that this sort of combination will be of interest
at the maintenance phase and for implementation in real
world applications.
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Table I: Table of notations

Type Parameter Description
d Network length.
Network R Network radius.
x Network length from the source.
k= Ratio between the sensors’ distances.
" Number of hops, deployment problem.
Number of cells, network configuration problem.
Yo The angle between two nodes in the uppermost circle.
r Ratio between the nodes in two consecutive circles.
l; Transmission range for nodes in thg, circle.
N; Number of nodes placed in thg;, circle, deployment problem.
Number of zones in thé,;, corona, network configuration problem.
Data generation rate in bps
Application Data traffic per node in Erlang
€ A very small constant
m Compression ratio
c Coefficientc = o - 8
fn(d) The total energy function for a network with a length (d) amd
hops.
oy=1 Distance discretion
Felee Energybit consumed by the transmitter electronics.
Eamp Energybit consumed by the amplifier.
Energy Erec Energybit consumption of the receiving circuitry
FEidle Energy consumption during the idle mode.
B Number of bits
TTmaz Maximal transmission range
5 Path loss exponer — 6]
L={l1,la, - lm} Discrete distance transmission of a sensor

E={e1,e2,  -em} Discrete energy transmission of a sensor
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