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Abstract—The number of e-commerce customers and database
services in cloud computing platforms has grown increasingly,
leading providers to adopt resource-sharing solutions to meet
growing demand for infrastructure resources, such as processing
and storage. Consolidating database applications has become
arguably a de-facto solution to support a large number of
customers/tenants at low infrastructure costs. However, the fric-
tion generated in shared hardwares (resource contention) is
converted to performance interference, which is felt by tenants’
database applications running on upper layers (VMs). Hence,
there is a real concern on how to manage and prevent multi-
tenant cloud databases from performance interferences sourced
by either resource contention or isolation flaws. In this paper,
we analyzed the performance interference tolerated by multi-
tenant e-commerce cloud databases in resource-sharing infras-
tructures. We claimed that multiple-different workloads (e.g.
memory-/CPU-intensive, and e-commerce applications) might be
consolidated with database systems to minimize performance
interference and increase resource-efficiency.

Keywords—Cloud Computing; Database Systems; Virtualiza-
tion; Performance Interference; Disk-Intensive Workloads

I. INTRODUCTION

The world has witnessed a steady increase of data on the

Internet. This vast amount of data has generated heterogeneous

data processing ecosystems to extract useful information. As a

result, immense data centers have been built to accommodate

thousands of database systems and provide services in a pay-

as-you-go model, as in cloud computing. A greater challenge

involves accommodating multiple IT-related infrastructure re-

sources in a flexible and cost-effective way. Virtualization is

the key enabling technology, which facilitates the implemen-

tation of modern Internet services in many contexts such as

formal education, shopping, social networks and so on [1].

It is the technology beneath cloud computing platforms like

Google [2], Azure [3], Amazon [4] and other [5].

Web applications, such as e-commerce, are composed of

many services distributed in clouds, including web servers,

database systems, storages, network substrates, etc. Hence,

cloud platforms require scalable infrastructures to provision

them with SLA guarantee at a low cost. Most customers pay

for a minimum-costly infrastructure necessary to run their

services, and they are frequently consolidated and shared

among multiple tenants. This might cause uncontrolled per-

formance variations due to the competition for the same

physical resource, or also known as resource contention. For

instance, when a database system is overloaded, all tenants

running on the same shared machine will be likely affected

and vice versa. The resource contention generated in the

shared hardware is converted to interference, which is felt

by the tenants’ applications. To illustrate, the dispersion in

Figure 1 presents a disturbed scenario in which two disk-

intensive applications write to/read from a single disk while

the bandwidth is not enough to supply applications’ demands,

making the performance fluctuate.
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Fig. 1. Performance interference between two co-located applications due to
the disk contention

There have been studies evaluating resource contention and

the impact on applications’ performance [6], [7], [8], [1], [9],

but none of them explore cloud database systems under stress

conditions sourced from e-commerce applications. Hence, in

this paper we present a performance interference analysis of

multi-tenant cloud databases using e-commerce applications as

workload and show the database sensitivity as that hardware

resources are fully consumed by other co-located applications.

Our results are useful for virtual machine scheduling decisions

in the sense of exhibit a workload combination in which

the database performance is minimally affected. And also

which resource most affect the performance of multi-tenant

e-commerce cloud database when under high load conditions.

The rest of this paper is organized as follows: Section II

briefly describes the concepts intrinsics to disk I/O contention;

web applications and database systems. Section III outlines

performance isolation metrics and how they can be used

to evaluate multi-tenant systems like databases. Section IV

presents indeed the evaluations. Related work are presented

in Section V and conclusion in Section VI.

Authorized licensed use limited to: Pontificia Universidade Catolica do Rio Grande do Sul (PUC/RS). Downloaded on October 28,2022 at 14:12:51 UTC from IEEE Xplore.  Restrictions apply. 



2848

II. BACKGROUND

Traditional distributed architectures lack the flexibility re-

quired to maintain the processing speed and the scalability

necessary for dynamic workloads. To improve the management

of resources and workloads, data centers have used virtu-

alization to deliver scalability, rapid provisioning, efficiency,

flexibility, and the speed necessary to process and store their

data and applications [10]. Accommodating multiple IT-related

resources with high processing levels requires a virtualization

layer with subsystems that emulate and provide VMs as close

as possible to the physical substrate. By doing so it is possible

to reduce operational costs, idle resources, power consumption,

and physical space to be more resource efficient.

Virtualization is the key enabling technology of the cloud

computing model [11]. Users have been encouraged to use

on-line services in clouds on an unprecedented scale leading

data centers to handle heavy loads and manageability issues.

This scenario typically jeopardizes applications performance

when dozens or even thousands of users concurrently access

multi-tenant applications that share the same resource, such

as CPU, memory, disk, and network. This disturbing scenario

is called resource contention. Due to the significant competi-

tion for resources, application performance tends to fluctuate,

compromising the systems stability and user satisfaction.

A. Disk I/O Contention and Resource Allocation

Uncontrolled access to shared resources can cause perfor-

mance variations that lead applications to fail or run unsteadily.

The friction generated by the competition to access RAM, disk

storage, cache or internal busses is called resource contention.

Many efforts have been made to alleviate the contention in

the operating system level that range from better scheduling

techniques in multi-core architecture [12] to dynamic ad-

dressing mapping to minimize memory contention [13]. The

steady growth of the Database-as-a-Service (DaaS) [11] cloud

computing model brought a concern about I/O contention and

the impact it might cause in environments where performance

is crucial and SLA cannot be violated. Disk I/O contention

occurs when multiple virtual instances compete for a disk

bandwidth portion in a scenario where the demand is higher

than the available resource.

Operating system level I/O schedulers, such as CFQ,

deadline and noop, detect resource utilization bottlenecks and

attempt to divide block devices by reordering/prioritizing tasks

in a fairly-balanced manner. As a result, the overhead is

distributed equally across the multi-tenant instances, but it does

not prevent their performance from varying unpredictably since

the schedulers are unable to predict and make decisions based

on workload characteristics.

On the other hand, performance interference may also

be sourced from isolation issues in the virtualization layer,

which occurs when an application exceeds the amount of

allocated resources. Even though a virtual instance receives

a limited portion of resources, it does not prevent the resource

utilization from leakage due to isolation flaws [14], [15].

Hence, performance interference may be sourced from either

resource contention or performance isolation issues. Datacenter

administrators exaggerate the amount of allocated resources to

sidestep performance interference, leading the datacenter to

underutilized and no longer resource efficient.

B. Web Applications and Database Systems

The Internet industry has continuously grown in recent

years due to the popularity of cloud computing, which uses

virtualization technology as middleware to provide on-demand

resources such as servers, processing units, storage, and net-

working to supply a set of application requirements. Web and

database servers are two strongly connected entities and in

most cases are consolidated in the same physical machine.

Depending on the characteristic of the application, it may

consume more or less resources and the types of resources may

vary during execution. For example, image processing appli-

cations essentially read data from disk to memory and execute

in-memory processing most of the time, which increases the

memory access rate. Therefore, these applications should not

suffer significant performance interference from a side-by-side,

co-located database server since they differ from each other

in terms of resource consumption. Disk resources (e.g. DAS,

NAS, local disk) for web applications are essential because

they store the application data, statistics, registers of sales,

purchases, etc. For this reason, understanding the performance

interference between web applications and database systems

is an important task to maintain a more balanced environment

and guarantee the best use of resources.

Preserving database performance in virtualized data centers

is essential for customer satisfaction. When database systems

started to be migrated from the traditional hosting methodology

to clouds, they suffered performance overheads due to the

nature of the virtualization layers. Yet, this was offset by better

use of resources and lower infrastructure and maintenance

costs. However, when the number of per-machine co-located

database systems increase, the disk I/O rate also grows. This

leads the machine to a disk-intensive usage scenario, in which

the rates must be controlled to ensure fair disk resource

distribution and prevent applications from interfering with

each other. Database systems are disk-intensive workloads

and require disk storage and I/O bandwidth to perform their

operations gracefully. This is the case of Oracle [16] and

MySQL [17], which handle the processing and storage of a

vast amount of data.

III. PERFORMANCE INTERFERENCE ANALYSIS

TECHNIQUE

Uncontrolled competition for shared computing resources

of co-located applications is denoted as resource contention.

This situation creates unexpected performance variations that

affect multi-tenant workloads. The most common way to quan-

tify performance interference between two virtualized work-

loads consists of running them concurrently within different

consolidated VMs. Figure 2 illustrates this scenario, using a

commercial DBMS as an example.

Authorized licensed use limited to: Pontificia Universidade Catolica do Rio Grande do Sul (PUC/RS). Downloaded on October 28,2022 at 14:12:51 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 2. Workflow for quantifying performance interference.

As observed, the total amount of physical resources is

partitioned evenly among the VMs (two VMs per machine).

The workflow consists basically of two steps. In the first step

(a), the DBMS runs alone in one of the two VMs, while the

other remains idle, meaning that no VM has been disturbed.

The DBMS’s metrics (IOPS, latency) are collected and stored

to be used in the future, at the end of the workflow. In

the second step (b), DBMS runs into one of the VMs (well

behaved), but now it is running side-by-side with a disruptive

VM (misbehaving). The metrics are collected again, and the

performance degradation is quantified by the difference of the

metrics collected from the two steps.

The natural tendency of using virtualization makes the

implementation of modern Internet services easier in many

contexts, such as formal education (distance learning), shop-

ping (electronic commerce), friendship development (social

networking) [1], etc. However, performance overheads are

more notable in virtualized environments [6]. This makes

the performance evaluation of virtualized workloads a very

complex task.

IV. PERFORMANCE INTERFERENCE EVALUATION OF

MULTI-TENANT CLOUD DATABASE

Experiments were performed to analyze how performance

was affected in a testbed with consolidated database sys-

tems and web servers. Firstly, the performance of a database

system was analyzed while running it concurrently with

very disruptive stress apps within different VMs (well be-

haved/misbehaved). Each resource (CPU, disk, and memory)

was stressed individually to identify per-resource performance

degradation. Subsequently, an e-commerce application was

tested to produce a scenario closer to a real-world environment.

The testbed consisted of one Dell PowerEdge R610 con-

nected to a distributed storage with 1TB of space. The

VMWare’s ESXi [18] (version 6.0) was installed on it. A

commercial DBMS was installed and configured in a VM with

Ubuntu Server 14.04. We chose the ORION tool [19] and the

Workload Replay tool [20] to put stress on the database to eval-

uate its performance under different conditions. ORION runs

tests using different I/O loads to measure performance metrics

such as Mbps, IOPS, and I/O latency. ORION simulates many

sequential tests. Each test (referred to as data point) represents

a specific mix of concurrent small and large I/O loads for a

fixed duration of time. On the other hand, the Workload Replay

tool runs a workload captured from a production environment.

A. CPU Analysis

The Stress-ng tool [21] was used to put stress on the CPU

and reach high load levels. It is a typical CPU bomb application

based on Fast Fourier Transform (FFT) and Discrete Fourier

Transform (DFT). It was configured to consume all of the

processing capacity (100%) of the misbehaving VM. The

results can be seen in Figure 3.

Fig. 3. Performance degradation in MB/s and latency using Stress-ng.

As observed, the performance fluctuated before reaching

the maximum throughput induced by the characteristics of

the ORION transactions. We believe that latency affected the

progress of the test. If the latency increases, the throughput

and consequently the number of IOPS decreases. In this case,

the performance interference suffered by the DBMS was only

0.2%.

B. Memory Analysis

Stressapptest [22] was used to put stress on the memory

subsystem. Stressapptest is an application that simulates ran-

dom traffic to memory with the intent of creating a realistic

memory stress scenario. It was installed and executed into the

side-by-side misbehaving VM, while the DBMS was dealing

with many simultaneous transactions.

Figure 4 shows that DBMS’s throughput under stress re-

mained very close to the idle experiment for small and medium

data point sizes. Little disturbance (1.8%) was observed for

large data points. In the virtualization layer, the virtual machine

monitor (hypervisor) imposes overhead on the memory paging

process [23] due to the cost of maintaining tables and syn-

chronizing tasks between VMs and hosts. Thus, this behavior

can be explained by the latency imposed by the hypervisor to

handle greater loads produced by the Stressapptest.
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Fig. 4. Performance degradation in MB/s and latency using Stressapptest.

C. Disk I/O Analysis

The Iozone [24] tool was used to put stress on the I/O

subsystem. It is a file system benchmark that runs several file

operations simultaneously. We ran it using six OLTP-based

options, creating synchronous writes and reads to the data

store. It produced a lot of I/O intensive tests. As a result, a

very disruptive behavior emerged while running multiple and

parallel I/O operations. The results are plotted in Figure 5.

Fig. 5. Performance degradation in MB/s and latency using Iozone.

We believe this highly disruptive behavior is due to the

disk contention when more than one VM competes for storage,

making performance vary. The testbed did not restrict I/O

resources per VM. Rather, the virtual machine monitor handled

translating instructions from the upper (VM) to the lower

layers (Disk), and the I/O scheduling was done in this process.

We plan to do further tests by restricting the I/O bandwidth per

VM and analyzing the database behavior in a more controlled

scenario.

The experiment presented 28% performance degradation.

This interference directly impacted the number of IOPS per-

formed, as we can observe in Figure 6. These results show

that an efficient strategy for consolidation is necessary when

running several VMs that perform many operations on the

same disk.

Fig. 6. Performance degradation in IOPS.

D. Consolidating Web Application and Database System

The benchmark RUBiS [25] was configured to simulate

an E-commerce web application and produce an experiment

closer to a real-world web application. RUBiS performs many

transitions between a client and a web server. Yet, RUBiS uses

MySQL, which is a database system broadly used in Internet

applications. The server was configured into the misbehaving

VM in the testbed. Figure 7 depicts the results.

Fig. 7. Sample I/O Load Levels Versus Latency for RUBiS application.

The experiment presented 0.8% performance degradation

in the database. This behavior indicates that the consolidation

of web applications and database systems may be a good com-

bination to maintain satisfactory performance levels. Hence,

we observed that RUBiS did not present the same perfor-

mance degradation compared to the disk I/O experiment. This

behavior occurred due to the configurations imposed by the

benchmark, where many mixed transactions were performed.

E. Real World Scenario

We used the Database Replay tool to better understand how

real database applications are impacted when running in our

proposed setting. The workload was captured from a database

cluster environment with two instances running DBMSs with

20 terabyte of data. A full restore was done using the backup

provided and the same setting was recreated. About 8.3%
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divergence was found during the workload replay. For testing

purposes, we replayed only 30% of the captured workload

and compared the times the procedure took under on different

stress scenarios versus the time it took to complete the same

percentage without stress (idle).

Fig. 8. Workload Replay test set.

We can observe in Figure 8 that the experiment presented

roughly 0.3% performance degradation in memory, CPU,

and RUBiS. The database suffered about 7.6% performance

degradation when stressed by a multi-tenant I/O workload.

We argue that behavior is a good indicator that databases

can be consolidated with web servers without much impact

on performance, as they consume different hardware resources

even when under high load conditions.

V. RELATED WORK

Cloud computing enables highly scalable services to be

easily consumed by applications within different contexts (e.g.,

education, shopping, social networks and other [1]. In this

context, these applications have dynamic workloads that needs

be managed to avoid resource contention and also to minimize

interference problems in virtualized environments [6]. In this

way, several research are carried out to understand how to

measure the impact of interference over performance using

virtualized scenarios with mixed workloads [6], [7], [8]. How-

ever, only a small number of works have studied the impact

of web applications on multi-tenant cloud databases.

Cloud providers promise to deliver on-demand resources

and SLA guarantee—resource utilization boundaries hired

by the customers. In this way, e-commerce systems must

guarantee the response time of all operations performed. It

is a complex task because web applications have dynamic

workloads that perform an exponential number of disk/network

operations/requests, leading to the resource contention and re-

sulting in SLAs violations. The author [9] presents a prototype

system to help to guarantee SLAs for cloud providers. The

system was proposed to monitor the response time requests

made by web applications, gathers resources statistics and then

a heuristic is utilized to identify bottlenecks. If identified,

the system provides exactly the resource slice needed for

the application, minimizing the interference, guaranteed the

response time and SLA contracted. The results show that is

possible detect bottlenecks and perform dynamic resource al-

locations to guarantee SLAs of the Web application. However,

the work not presented results about how to manage disk-

intensive workloads and its impact on web applications.

Recently, many industries have been interested in exchange

their hardware infrastructure and software environment for

virtualized datacenters on the cloud model. It helps to save

costs, allows high availability and scalability, improves fault

tolerance, reduces power consumption and so on. Moreover,

the cloud allows resource sharing between applications and

lets users to pay only for utilized services rather than to make

new contracts, on a model called Pay-As-You-Go (PAYG). The

main problem involves the mixed workloads processed over

virtual environments that commonly not know the processing

of each other. It leads to the resource interference, isolation

failures, and low application performance.

Workloads with the high demand of resource usage, es-

pecially I/O can impair performance in shared environments.

For this reason, it is important to predict the performance of

applications consolidated in virtualized environments. Thus,

the efficient configuration of resources and the placement of

workloads can minimize the loss of performance [7]. In this

context, the work [6] proposed an analytical model based

on Queuing Network (QN) to evaluate the performance of

virtualized applications collocated. The results present the ef-

fectiveness of the proposed model in capturing the performance

metrics of virtualized environment on only 12% of deviation

between the model and experimental results, but not present

results about the interference involving collocated workloads.

Clouds can support heterogeneous systems such as sci-

entific applications, Database Management Systems (DBMS),

data storage, multimedia streaming and so on. Generally, these

applications are Disk-Intensive by nature and have different

kinds of I/O workload (e.g., random or sequential read/write

requests) ranging in terms of response time and through-

put [26], [27], [28]. For this reason, the relation between

application performance and workload consolidation becomes

highly relevant in shared environments that may result in

unpredictable performance [29].

VI. CONCLUSION

In our effort to better understand the performance effects

in consolidating workloads in cloud datacenters, we claim

that e-commerce cloud databases are more sensitive to disks,

than other resources. This behavior is expected given the

nature of the database operations. However, we showed up

that other resources when highly consumed induce minimally

the performance of the database. In summary, the results are

presented in Table I.

TABLE I. PERFORMANCE DEGRADATION OF THE DBMS WHILE

CONSOLIDATED WITH DIFFERENT WORKLOADS

Memory CPU RUBiS I/O
1.8% 0.2% 0.8% 28%
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The performance degradation in the worst case (28%) was

realized during the disk stress test, which reflected in a great

reduction in the number of operations carried out by the

DBMS. Neither RUBiS nor the database suffers significant

performance variations while they were running side-by-side

on the multi-tenant machine. This suggests a good opportunity

for consolidating web servers and database systems taking into

account an overhead of 0.8%. As presented in Table II, our

results using real-world data/traffic showed 7.6% performance

degradation during the disk contention analysis.

TABLE II. PERFORMANCE DEGRADATION OF THE REAL WORKLOAD

WHILE CONSOLIDATED WITH DIFFERENT WORKLOADS

Memory CPU RUBiS I/O
0.26% 0.28% 0.3% 7.6%

Unlike the analysis using synthetic data, these tests are

not much intrusive to the DBMS. It is because the real-world

e-commerce application performed less database transactions

than the Orion benchmark. It means that the synthetic results

represent the performance degradation in the worst case.

Many organizations are looking for opportunities to reduce

costs and simplify their infrastructures. With the natural ten-

dency of migrating database systems to cloud platforms, under-

standing the performance impact that an application tolerate is

of paramount importance to ensure SLA and improve resource

efficiency.
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