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A Miniaturized Brain-Machine-Spinal Cord Interface (BMSI) for Closed-Loop 

Intraspinal Microstimulation 
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This project has developed two integrated microsystems fabricated in a 0.35-µm 

two-poly four-metal CMOS process for closed-loop intraspinal microstimulation (ISMS) 

controlled by intracortical neural spike activity for functional recovery after spinal cord 

injury (SCI). In particular, first, a system-on-chip (SoC) has been developed for robust 

neural recording of intracortical activity in the motor cortex region of the brain, and 

intraspinal microstimulation of spinal cord below the injury level, both in vivo. This SoC 

uniquely integrated two recording channels in the front-end featuring a band-pass 

frequency response in the range of 0.2-460 Hz for low-cutoff and 5-12 kHz for high-

cutoff frequencies with total input noise voltage of 3.1µVrms and noise efficiency factor 

(NEF) of 2.47, and four stimulating channels in the back-end for delivering charge 

balanced asymmetric biphasic or monophasic current pulses with passive discharge with 

output impedance of >100MΩ to the spinal cord.  

Next, the second SoC has been developed as a first ever miniaturized Brain-

Machine-Spinal Cord Interface (BMSI) for cortical control of ISMS based on the level of 

spike activity in vivo. The fabricated SoC incorporated two identical four-channel 
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modules, each compromising four neural recording channels, a DSP unit for on-the-fly 

stimulus trigger generation, and four stimulating channels for ISMS. The 3.46 × 3.46 

mm2 BMSI device also integrates a clock generator circuitry and radio frequency 

frequency-shift-keying (RF-FSK) transmitter for autonomous operation as a stand-alone 

system.  The DSP unit of BMSI generates stimulus triggering based on the level of spike 

activity on the recording channels with different patterns and controls the ISMS with 

programmable delay from the last discriminated spike to mimic the natural time-delay 

existing in the nervous system. Measured results from benchtop testing, in vitro analysis, 

and biological experiments with anesthetized spinal cord injured rats are presented. 
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Chapter 1 

Introduction 

 
The goal of this Ph.D. research work is to develop a Brain-Machine-Spinal Cord 

Interface (BMSI) system-on-chip (SoC) for cortical control of intraspinal 

microstimulation. In particular, the major focus of this research is to integrate neural 

recording, digital signal processing (DSP), and intraspinal microstimulation (ISMS) on a 

single chip for long term functional recovery after spinal cord injury (SCI) by conducting 

experiments in vivo. 

1.1 Background and Motivation 

Approximately 6 million people in the United States are currently living with 

paralysis in which 23% of the cases are related to spinal cord injury (SCI) with 

significant lifetime costs incurred (e.g., ranging from ~$700K to >$3M for a 25-year old 

SCI patient) [1.1]. Hence, research is being performed worldwide to find solutions for 

repairing injured spinal cords and returning function and mobility to the SCI patients for 

augmented quality of life [1.2]-[1.5]. 
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Figure 1.1: Conceptual illustration of a brain-machine-body interface (BMBI) [1.9] 

Closed-loop neural interfaces have been shown to induce functional 

reorganization in both intact [1.6] and injured [1.7] nervous systems. These neuro-

prosthetic devices, also known as brain-machine-body interfaces (BMBIs), as 

conceptually shown in Fig. 1.1, have evolved in the past several decades from simple, 

single-channel, wired devices to multifunctional, multichannel, wireless, closed-loop 

systems that are capable of bidirectional interfacing with the nervous system. Indeed, 

novel methodologies in low-power, low-noise integrated circuit (IC) design coupled with 

advancements in micro-electro-mechanical system (MEMS) technology have ushered in 

a new generation of implantable neuro-prostheses that aim to combine neural recording, 
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neural signal processing, and microstimulation functions in a single device for closed-

loop operation [1.8]. 

Most BMBIs operate in a so-called control-mode paradigm in which the user’s 

intent to produce voluntary control of the user’s own body (or an external device in the 

case of a brain machine interface (BMI)) is detected in cortical activity, and, after 

processing, activates the target to produce an action [1.9]. While control-mode BMBIs 

are promising, there are substantial challenges with regard to designing optimal signal-

processing and control algorithms, as well as their efficient hardware realization, in 

particular in a miniaturized form, for real-time execution. Furthermore, control-mode 

BMBIs often require significant learning by the user, depending upon the complexity of 

the task, and need to be implanted throughout the user’s lifetime, facing additional 

challenges related to long-term feasibility. 

An alternative, conditioning-mode approach for BMBIs is based on mechanisms 

underlying neuroplasticity. The ability of the nervous system to alter the strength of 

synaptic efficacy underlies learning and memory in healthy organisms, and is a 

mechanism for recovery after injury as well [1.7]. Using the same cortical command 

signals of control-mode BMBIs, it is possible to condition neural connections that are 

remote from each other by timing the application of a small electrical pulse in the target 

region so that it occurs after a natural delay following cortical spike activity. 

Hence one promising approach employs an activity-dependent stimulation (ADS) 

paradigm in which artificial connections in the nervous system are created by converting 

neural activity recorded from one cortical area to electrical stimuli delivered to another 

cortical area [1.7], muscles [1.10], or spinal cord [1.11] in real time.  
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In a spinal cord injury that is caused by trauma to the spine, the nerve axons that 

carry sensory-motor signals back and forth between the brain and the rest of the body are 

damaged, while the neural circuits above and below the lesion generally remain intact. 

This provides an opportunity for cortical control of intraspinal microstimulation (ISMS) 

below the level of the lesion to bridge the damaged corticospinal pathways, re-establish 

the lost communication channels between the cerebral cortex and the spinal cord, and 

facilitate functional recovery after SCI [1.12]. 

Such an approach would require developing a corticospinal interface integrated 

circuit (IC) capable of low-noise intracortical spike recording and ISMS, as well as 

including appropriate signal-processing algorithms (and hardware-efficient architectures 

for their real-time implementation) for the transformation between the cortically recorded 

data and stimulation parameters, which is the focus of this PhD research work. 

1.2 Neural Interface Systems: Previous Work 

In this section, a review of the previous works in terms of efficacy of spinal cord 

stimulation and also developing neuro-prostheses for spinal cord injury is presented. 

Great strides have been made to show evidence for benefits of electrical 

stimulation after spinal cord injury. Stimulation within the spinal cord activates local 

spinal networks in specific patterns to evoke functional movements.  In an extensive 

work, Mushahwar et al. [1.13]-[1.15] demonstrated the ability of ISMS within the lumbar 

spinal cord to evoke standing and stepping movements. Building on top of that, Moritz et 

al. [1.16] have demonstrated that fore-limb movements can also be evoked by ISMS 

delivered to the cervical spinal cord in non-human primates.  
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More recently Sunshine et al. [1.17] have explored the fore limb movements 

evoked by cervical ISMS both before and after injury in a clinically-relevant rodent 

model of mid-cervical contusion injury. A wide variety of somatotopically organized fore 

limb movements could be evoked prior to injury from throughout the cervical spinal cord. 

Following injury, there was a transient period lasting approximately 3 weeks where 

movement variety was dramatically reduced. By 6 and 9 weeks after injury, however, a 

variety of movements could again be evoked via cervical ISMS, which were not 

statistically different from the effects prior to injury. 

To show the effectiveness of electrical stimulation of spinal cord for motor 

function improvements, Edgerton et al. [1.18] applied electrical stimulation to the 

epidural surface of the spinal cord showing great promise for directly improving motor 

function after SCI. Epidural stimulation of the lumbar spinal cord can facilitate stepping 

movements after complete spinal transection, especially when combined with serotonin 

agonists and movement of a motorized treadmill underfoot. Besides, Brand et al. [1.19] 

showed when epidural stimulation combined with robotic assistance and motor training 

over complex surfaces; it also appears to facilitate the formation of a relay circuit by 

passing a complex, staggered lesion in animal models.  

To show the importance of persistent of electrical stimulation after injury, Brus 

Ramer et al. [1.20] showed that electrical stimulation applied to the cortex or brainstem 

after selective SCI promotes axon sprouting and improves motor function persisting 

beyond the period of stimulation.  

In terms of neuro-prosthesis for patients with SCI, although devices that have the 

capability of some sort of recording, microstimulation, or limited signal processing 
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functions, or a combination of them, have been previously developed for treating 

medically intractable epilepsy [1.21], [1-22], functional recovery after brain injury [1.23], 

[1.24], and deep brain stimulation treatment of Parkinson disease (PD) [1.25], [1.26], 

however a conditioning mode, miniaturized, and closed loop device has not been reported 

for spinal cord injury patients. Most of the mentioned devices were simple stimulators 

working in an open-loop fashion, e.g. PD devices. The other category of those devices 

have limited numbers of recording and stimulating channels while providing limited 

signal processing options which were basically a one to one recording to stimulation 

pairing scenario [1.24]. Also we have devices used for control mode recovery after SCI 

[1.11], which because of complicated algorithms and learning processes are not feasible 

for miniaturization and usually use desktop computers for their approaches. 

A popular device that has been used for SCI-related experiments [1.27], [1.28] is 

a so-called Neurochip-II device first introduced by Stavros Zanos et al [1.29] as shown in 

Fig. 1.2.  

 

Figure 1.2: Neurochip-II device inside the titanium casing [1.29]. 
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This is a second generation of Nuerochip-I already introduced by the same group 

few years earlier [1.30]. Neurochip-2 device is made from commercially of the shelf 

(COTS) components and has two versions. Both versions have three recording and 

stimulation channels. The larger version, high output current version, has stimulation 

compliance voltage of ±50V, while the smaller version has stimulation compliance 

voltage of ±15V. The dimension of the smaller version is 63×63×30 mm3. Reported 

power consumption is 420 mW for the period of simultaneous recording and stimulating 

task and operation can last for maximum of 48 hours with a two-battery pack. This device 

is too big and too power hungry to be considered for any possible future implantable 

applications. Also, lack of wireless communication seems to be a great disadvantage of 

Neurochip-2. Besides, flexibility of the implemented algorithm is limited to single 

stimulation based on every single discriminated spike. Finally, in terms of stimulation 

pulses, no mechanism for draining accumulated charge in the stimulation site exists after 

biphasic stimulation.  

1.3 Proposed Research 

Based on the discussion presented in the previous sections, the goal of this Ph.D. 

research work is to develop conditioning-mode single-chip SoC for closed loop cortical 

control of intraspinal microstimulation in vivo. A conceptual illustration of such a 

miniaturized closed loop brain-machine-spinal cord interface is depicted in Fig. 1.3. 
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Figure 1.3: Conceptual illustration of our proposed brain-machine-spinal cord interface (BMSI); 

closed-loop intracortical control of intraspinal microstimulation (ISMS) 

Throughout the course of this research project, two systems on chips (SoC) have 

been developed in 0.35-µm complementary metal-oxide-semiconductor (CMOS) 

technology, namely SCI_Gen1 and SCI_Gen2. As an intermediate step between 

implementation of two SoCs, our proposed algorithm for the digital signal processing 

unit was first implemented on an FPGA and interfaced with first implemented chip 

(SCI_Gen1) to prove the functionality of the algorithm. In the final step, second chip was 

implemented, SCI_Gen2, which incorporated the expanded version of SCI_Gen1 and 

integrated the proposed algorithm for an autonomous operation as a stand-alone system. 

 In particular, SCI_Gen1 was developed for robust multichannel neural recording 

from motor cortex and intraspinal microstimulation on a single chip. SCI_Gen1 

incorporated two neural recording channels in the front-end and four electrical 

stimulation channels in the back end for generation of asymmetric biphasic current pulses 
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delivered to spinal cord. Electrical performances of the chip as well as in vivo 

functionality were verified for SCI_Gen1. Intracortical neural activity were recorded 

from cortex of an anesthetized rat and saved on a home-based computer for offline 

filtering and neural spikes discriminations. For verification of stimulating back end, EMG 

signals were recorded from hind limb muscles of the rat while SCI_Gen1 was delivering 

current pulses to the spinal cord of the rat as a proof of effective intraspinal 

microstimulation.  

Next, appropriate signal processing algorithms were developed on an FPGA 

platform for a meaningful translation from neural command signals to the ISMS pulses. 

In the proposed algorithm once a predetermined number of spikes are discriminated on 

each recording channel within pre-specified time bin duration, intraspinal 

microstimulation can occur based on any logic combination of those channels which have 

passed the criteria for spike activity. The proposed algorithm implemented on a Cyclone 

II FPGA device and interfaced with the SCI_Gen1 device. Performance and functionality 

of the interfaced IC and FPGA are verified in vivo by real time neural recording, digital 

signal processing, and intraspinal microstimulation. Again, EMG signals were recorded 

to show the efficacy of ISMS in real time. 

Finally, SCI_Gen2 was developed which combines neural recording, digital signal 

processing (DSP), and ISMS in order to realize a closed loop brain machine spinal cord 

interface (BMSI) to improve the damaged corticospinal pathways, re-establish the lost 

communication channels between the cerebral cortex and the spinal cord, and facilitate 

functional recovery after SCI. For autonomous operation, new circuit blocks were also 

added to the SCI_Gen2 device as a stand-alone BMSI system. 
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Table 1.1 summarizes target performance characteristics and biological test goals 

for the proposed microsystem in this research. The remainder of this thesis presents a 

detailed report on the design, development, and performance characterization of these 

microsystems as organized in the following chapters: 

 Chapter 2 presents the SCI_Gen1 SoC. The system design procedure for single-

chip neural recording and microstimulating is described and measured results 

from benchtop electrical characterization and biological experiments with 

anesthetized rats are presented. 

 Chapter 3 reports the field-programmable gate array (FPGA) implementation of a 

digital signal processing (DSP) unit for real-time generation of stimulus triggering 

from recorded neural activity. Measured results from benchtop and in vitro 

experiments as well as biological in vivo experiments on anesthetized rats by 

interfacing FPGA and SCI_Gen1 SoC are presented. 

 Chapter 4 combines our previous work in order to develop a BMSI SoC for 

closed-loop control of intraspinal microstimulation. Measured results from 

benchtop testing and biological experiments with anesthetized rats are presented. 

 Chapter 5 draws final conclusions and highlights the major contributions of this 

research, as well as identifies further research opportunities in this field. 
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Table 1.1: Summary of Target Performance Characteristics 

PERFORMANCE CHARACTERISTICS (BENCHTOP) 

SoC Functionality 
Neural Recording, Digital Signal 

Processing, and  Electrical Stimulation in a 
Closed-loop fashion 

Number of Recording/Stimulating Channels 4/4 

Power Supply 
Recording Front-End and DSP Unit: 1.5V 

Stimulating Back-End  (5V) 

Recording Front-End 

For Intracortical 
Recording 

Voltage Gain 50 – 66 dB 
ADC Resolution Effective > 9 bits 

Input Noise Voltage < 5µVrms  
Bandwidth LCF: 0~500Hz HCF: 5~10kHz 

Digital Signal 

Processing Unit 

Functions 
High pass filter, neural spike discriminator, 

stimulation pattern generator, neural 
recording blanking, 

Power Consumption < 60µW 

Stimulating Back-End 
for Intraspinal 

Microstimulation 

Stimulus Waveform 
Asymmetric Biphasic with passive 

discharge 

Output Current 0 – 100µA 

Stimulation Frequency  > 200 Hz 

Output Impedance > 50MΩ 

Other Functionalities Wireless FSK Transmission (Uplink) 

Technology AMS 0.35μm CMOS 

PERFORMANCE CHARACTERISTICS (In Vivo) 

Functionality Verification 
Phase w/ Anesthetized 

Rat 

Implantable SoC capable of real time 

 Multichannel  neural recording  from motor cortex 

 Processing of Neural Data and generation of stimulus 
triggers 

 Multichannel Stimulation of Spinal Cord 

 Wirelessly sending out the on-chip data for clinical 
monitoring  
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Chapter 2 

Integrated Microsystem for Intracortical Neural Recording 

and Intraspinal Microstimulation 

This Chapter describes our SCI_Gen1 system-on-chip (SoC) fabricated in AMS 

0.35µm 2P/4M CMOS for reliably recording neural activity in the brain and delivering 

asymmetric biphasic current pulses as intraspinal microstimulation (ISMS) to the spinal 

cord in vivo as the first generation chip for functional recovery after SCI. The 

implemented SoC uniquely combines two neural recording in the front-end and four 

microstimulating channels in the back-end. In the following sections, system architecture 

of the neural recording and stimulating back end is described. Besides, measurement 

results of the bench-top characterization of the SCI_Gen1 device as well as in vivo 

experiments conducted on anesthetized rats are presented [2.1]-[2.3].  

2.1 System Architecture 

Fig. 2.1 shows the IC architecture designed to interface with the cerebral cortex 

and the spinal cord via a pair of implanted microelectrode arrays. The IC incorporates 

two identical recording channels with digitally programmable gain and bandwidth for ac 
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amplification, dc baseline stabilization, high-pass filtering and 10b digitization of the 

recorded neural spikes. A 2:1 multiplexer and a data serializer block allow the user to 

access the digitized output of one channel in parallel or both channels in serial fashion, 

respectively. The IC also incorporates 4 identical stimulating channels to deliver ISMS 

trains of charge-balanced monophasic or asymmetric biphasic current pulses (0 to 

~100µA) followed by passive discharge [2.4], [2.5].  

 

Figure 2.1: System architecture and die microphotograph of the SCI_Gen1 fabricated in 0.35µm 

AMS 2P/4M CMOS technology. 

In its nominal mode of operation for benchtop and in vivo testing purposes, the 

stimulating back-end is programmed to stimulate the spinal cord sequentially on all four 

channels with a programmable inter-channel delay to evoke four different limb 

movements in the subject. All current pulse parameters such as amplitude and duration as 

well as frequency and number within an ISMS train are also programmable for the IC. 
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2.2 Integrated Circuit Architecture 

The system proposed in Fig. 2.1 has been realized using 0.35μm mix-mode 

CMOS process. Recording front-end was realized using thin-oxide transistors and operate 

at 1.5V whereas stimulating back-end was realized with thick-oxide transistors, usually 

used in IO cells, and operates at 5V. The following subsections describe designed 

circuitry for each individual block. 

2.2.1. Recording Front-End 

Fig. 2.2 depicts the circuit schematic of one channel in the recording front-end, 

operating from 1.5V and comprising a low-noise amplifier (LNA) with adjustable high 

cutoff frequency (HCF), high-pass filter (HPF) with adjustable low cutoff frequency 

(LCF), secondary amplifier with variable gain and adjustable offset, and 10b successive 

approximation register (SAR) ADC. The LNA provides fixed 32dB of ac gain via 

capacitive feedback, and dc baseline stabilization via a MOS-bipolar pseudo resistor in 

parallel with the feedback capacitor (0.7pF) [2.6]. An ultralow-transconductance 

operational transconductance amplifier (OTA) and a 16.7-pF capacitor form a 1st-order 

HPF with an adjustable low cutoff frequency from 0 to 525 Hz by varying the OTA tail 

current. The analog HPF is designed to attenuate 60 Hz and remove low-frequency LFPs 

that might be present in the recorded neural data. The analog recording front-end features 

a bandpass frequency response with eight different gain values in 49 dB – 65.6 dB at 

1kHz, as well as LCF and HCF values digitally programmable in 0.2 Hz – 460 Hz and 5 

kHz – 11.9 kHz by tuning the bias currents of the HPF and LNA, respectively. The 

secondary amplifier with a resistive feedback provides additional 3-bit gain in the range 
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of 17-33.6 dB, and has a 4b offset adjustment mechanism by injecting a small dc current 

into the feedback path. The secondary amplifier provides a rail-to-rail output voltage 

swing and drives the 12-pF capacitor network of the subsequent ADC that converts the 

amplified neural data to a 10b digital code for further processing by the DSP unit [2.7]. 

 

Figure 2.2: Circuit schematic of one channel in the recording front-end and the SAR ADC 

architecture. 

The 10b SAR ADC, whose capacitive network is driven by the preceding 

variable-gain amplifier (VGA), is nominally clocked at 1MHz, with each ADC 

conversion cycle taking 28 clock cycles in which 16 cycles are dedicated to sampling, 1 

cycle to hold, 10 cycles to approximation and 1 cycle to reset, thus providing a sampling 

frequency of 35.7kSa/s that is adequate for recording single-unit neural spikes with 

frequency components in 100Hz–10kHz. The extended sampling period helps relax 

current drive requirements of the preceding VGA for low-power operation. The ADC 
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digitizes the amplified/filtered neural data with a signal-to-noise and distortion ratio 

(SNDR) of 56dB (i.e., ENOB of 9b) at a maximum sampling frequency of 65kSa/s. 

2.2.2. Stimulating Back-End 

Fig. 2.3 shows the circuit schematic of the stimulating back-end, incorporating 

four identical electrode drivers that share a 6b current-based DAC. Each electrode driver 

operates from 5V and integrates a pair of pMOS (anodic) and nMOS (cathodic) current 

sources with thick-oxide transistors and boosted output impedance via negative feedback, 

provided by two op-amps (A1,2), for constant-current stimulation [2.8]. The DAC operates 

from 1.5V and outputs a programmable current from 0 to 2.2µA with 6b resolution, 

which is then amplified to generate a maximum current of ~100µA for the anodic phase. 

The cathodic-phase current is set to be 1/3 of that in the anodic phase via proper transistor 

sizing ratios to generate an asymmetric biphasic current pulse for optimal use of available 

voltage headroom (5V). The DAC also employs a 4b current-adjust mechanism to fine 

tune the desired output stimulus current in the presence of process and voltage (PV) 

variations. Additional circuitry is used in each electrode driver to control the gate voltage 

of transistor M3 in the nMOS current source and limit the drain-source voltage across 

M2,3 to ~VDD/2 (i.e., ~2.5V) for avoiding hot-carrier effects when the stimulus site 

voltage is near the supply rail  [2.9]-[2.11]. 
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Figure 2.3: a) Circuit schematic of the stimulating back-end. b) Measured 4-channel sequential 

stimulation with a series resistive (1kΩ)-capacitive (20nF) load. c) Measured train of 3 

monophasic current pulses with passive discharge used in sequential stimulation. d) Measured 

asymmetric biphasic current pulse. 

2.3 Benchtop and In Vivo Measurement Results 

A prototype SoC was fabricated in AMS 0.35µm 2P/4M CMOS, measuring 

~2.9mm × 2.9 mm including the bonding pads (see Fig. 2.4). Electrical performance of 

individual circuit blocks was characterized in benchtop measurements, and their in vivo 

functionality was verified in biological experiments with anesthetized laboratory rats. 
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Figure 2.4: Top – Photograph of the custom PCB developed for biological tests and a die 

microphotograph of the 2.9 × 2.9 mm2 SoC fabricated in AMS 0.35µm 2P/4M CMOS. 

The top plots in Fig. 2.5 show the measured frequency response and input noise 

performance of the analog recording front-end. With the mid-band ac gain nominally set 

to 60dB and the LCF at 80Hz, the HCF could be varied from 5 to 11.9 kHz by changing 

the bias current of the LNA, as shown in the left plot. In the right plot, note how the HPF 

effectively removed the flicker noise contribution, when the LCF was digitally set to 272 

and 397Hz (the HPF was bypassed for the case of the recording BW of 0.2Hz–11.9 kHz.) 

With the recording BW set to 272Hz–10kHz, the input-referred noise voltage measured 
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in 0.5Hz–50kHz was 3µVrms, leading to noise efficiency factor (NEF) of 2.47 for the 

LNA. 

 

Figure 2.5: Top – Measured frequency response (left) and input noise (right) of the analog 

recording front-end. Bottom – Measured SNDR of the entire recording front-end vs. input 

amplitude (left) and frequency (right). 

The bottom plots in Fig. 2.5 show the measured SNDR at the SAR ADC output 

versus the amplitude and frequency of a sinusoidal signal applied to the LNA input. The 

recording BW was digitally set to 0.2Hz–11.9 kHz. As can be seen in the left plot, lower 

gain values provided higher input dynamic range, whereas higher gain values provided 

better signal resolution. With a measured gain of 59dB, the recording front-end could 

provide peak SNDR of 42.6dB with input amplitude of 1.45mVpp at 1 kHz and >39.5dB 

within the frequency range of 100Hz – 10 kHz of extracellular neural spikes. 

The top plots in Fig. 2.6 depict the measured stimulator output current versus its 

output voltage for four different DAC input codes when sourcing and sinking current in 
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the anodic and cathodic phases, respectively. The stimulator output voltage could reach at 

least 4.75V (going toward 5V) and 150mV (going toward 0V) when sourcing and sinking 

current, respectively, with a 5-V supply. The output impedance was measured to be 

>100MΩ (limited by the precision of our measurement setup), sufficiently high for 

constant-current stimulation.  

 

Figure 2.6: Top – Measured stimulator output current vs. output voltage in anodic (left) and 

cathodic (right) phases. Bottom – Measured DAC INL (left) and DNL (right) in both anodic and 

cathodic phases. 

The bottom plots in Fig. 2.6 depict the current DAC INL and DNL that were 

measured to be less than ±0.62 LSB (anodic) and ±0.58 LSB (cathodic).  

Table 2.1 tabulates measured performance of the recording and stimulating blocks 

of the IC. 

 



 24

Table 2.1: Summary of Measured Performance Characteristics for SCI_Gen1 
 

RECORDING FRONT-END STIMULATING BACK-END 

AC Gain @ 1kHz 49 – 65.6dB  Anodic Cathodic 

HCF 

LCF 

5 – 11.9kHz 

0.2 – 460Hz Voltage 

Compliance 

(Max. IOUT) 

4.75 (of 5V) 4.85 (of 5V)  

Input Noise 

Voltage 

3μVrms 

(0.5Hz – 50kHz) 

NEF 
2.47 

(272Hz – 10kHz) 
Max. IOUT 100µA 33.3µA 

CMRR/PSRR 56 / 63.4dB Output Imp.  100M 

INL/DNL < ±1.15 LSB INL (LSB)  0.59  0.50 

SNDR/ENOB 
56dB / 9b @ fs,max = 

65kSa/s 
DNL (LSB)  0.62  0.58 

Power Dissipation 

31.9μW 

(0.2Hz – 11.9kHz; 

fCLK = 1MHz) 

Supply 

Sensitivity 
-69nA/V -10nA/V 

Current 

Efficiency 
96.1% 94.7% 

 

For in vivo tests, first a pair of recording and stimulating microelectrode arrays 

was acutely implanted in a healthy anesthetized rat’s cerebral cortex and spinal cord 

respectively. Fig. 2.7 shows a 2-s window of recorded data from the rat’s cerebral cortex 

and an expanded view of several extracellular neural spikes extracted from the data using 

offline spike discrimination. All amplitudes are shown as input-referred. 
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Next, the IC delivered 4-channel sequential stimulation with 1-s delay to the rat’s 

spinal cord with a single monophasic current pulse (25µA, 200µs) followed by passive 

discharge. Stimulus site impedance was in the range of 50–60kΩ at 1kHz.  

 

Figure 2.7: 2-second window of recorded data from the rat’s cerebral cortex using the SCI_Gen1 

and an expanded view of 12 neural spikes discriminated offline. 

Fig. 2.8 depicts the fine-wire electromyography (EMG) signals recorded with 

benchtop equipment from 3 muscles in the rat’s hind limb (with the black bar showing 

the onset and duration of stimulus current pulse), demonstrating distinct muscle pattern 

activation via multichannel ISMS in the rat’s spinal cord. 
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Figure 2.81: Recorded EMG signals from 3 hindlimb muscles activated via multichannel 

sequential ISMS in the rat’s spinal cord using the SCI_Gen1. 

In another in vivo experiment, same procedure was followed in a spinal cord 

injured (SCI) rat. For in vivo tests, a recording microelectrode array was acutely 

implanted in the sensory cortex of a ketamine-anesthetized rat. Fig. 2.9 shows a 1-second 

window of recorded data from the rat’s cerebral cortex and an expanded view of several 

evoked neural spikes extracted from the data using offline spike discrimination. All 

amplitudes are shown as input-referred. 
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Figure 2.9: 1-second window of recorded data from the rat’s cerebral cortex using the SCI_Gen1 

and an expanded view of six neural spikes discriminated offline. 

Next, following the same procedure as previously described, a second rat was 

anesthetized with isoflurane and placed in a spinal stabilizer, and the thoracic and lumbar 

spinal column was exposed. This rat had also received a contusion injury to the thoracic 

spinal cord at level T8-T9 more than four weeks prior to the in vivo experiment. 

Under ketamine anesthesia, a stimulating microelectrode array was acutely 

implanted in the rat’s spinal cord below the level of the contusion injury, and the IC was 

used to deliver single-channel ISMS to the spinal cord with a single monophasic current 

pulse (anodic, 25µA, 200µs) followed by passive discharge. 

 Fig. 2.10 shows the fine-wire electromyography (EMG) signals recorded with 

benchtop equipment from two muscles in the rat’s hindlimb (the horizontal black bar 

indicating the onset and duration of the stimulus current pulse), demonstrating successful 

muscle activation via ISMS in the SCI rat’s spinal cord by the IC. 
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Figure 2.10: Recorded EMG signals from two hindlimb muscles of an SCI rat activated via 

ISMS in the rat’s spinal cord using the SCI_Gen1. The horizontal black bar depicts the onset and 

duration of the single stimulus current pulse (monophasic anodic with passive discharge). 
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Chapter 3 

FPGA Implementation of Stimulus Trigger Generation from 

Intracortical Spike Activity 

This chapter describes required digital signal processing (DSP) for closed-loop 

cortical control of spinal cord stimulations as a new approach for restoration of functional 

recovery after spinal cord injury. In the following sections, we describe the developed 

algorithm by which recorded neural activity in the recording front-end of SCI_Gen1 chip 

will control the electrical stimulation task of the stimulating back-end. The proposed DSP 

comprises a high-pass filter (HPF), spike discriminator unit, decision maker unit, and 

stimulator control unit as its core building blocks and includes auxiliary blocks for 

interfacing with SCI_Gen1 device. 

The proposed algorithm for the DSP unit has been implemented on a field-

programmable gate array (FPGA), synthesized on to the Cyclone II FPGA, and interfaced 

with SCI_Gen1 SoC [3.1]-[3.5]. Benchtop measurements and in vivo experiments results 

show the functionality and performance of the proposed algorithm in action. 
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In the following sections, first proposed algorithm is thoroughly described and 

then experimental results from interfacing FPGA implementation with SCI_Gen1 chip 

are presented. 

3.1 Operation Concept 

Fig. 3.1 illustrates our strategy for generating stimulus triggers from intracortical 

neural spike activity recorded and discriminated in real-time from cortical motor regions 

[3.1]. For simplicity, a representative case involving two recording and four stimulating 

channels is depicted, although the general approach can be expanded to incorporate more 

recording and stimulating channels as well. 

 

Figure 3.1: Conceptual illustration of the strategy for stimulus trigger generation from 

intracortical neural spike activity. A representative case involving two recording and four 

stimulating channels in sequential triggering mode is illustrated. 
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As seen in Fig. 3.1, a spike discriminator output signal, SDO, is activated on each 

recording channel upon successful discrimination of each neural spike event. Once a 

predetermined number of neural spikes, N, are discriminated on each recording channel 

within a pre-specified time bin duration, TBin, a PASS signal is activated on each channel 

after a programmable time delay, TD, following the discrimination of the last spike. The 

trigger signals for stimulation activation are then generated based upon any logic 

combination of the PASS signals. For example, Fig. 3.1 illustrates a representative case 

when sequential triggering is generated once trigger-generation criteria are 

simultaneously satisfied on both input data channels (i.e., trigger generation is based 

upon the logic AND function of the two PASS signals). 

Implemented in hardware using an FPGA, all parameters in Fig. 3.1 are user-

adjustable within a pre-specified range that is guided by design considerations when the 

implementation is ultimately ported from the FPGA to an IC platform for full 

miniaturization of such BMSI systems. 

While Fig. 3.1 depicts a four-channel, sequential triggering scenario with a 

programmable inter-channel delay, TD_Stim, the reconfigurable FPGA-based realization 

also supports other triggering scenarios, e.g., individual triggering where each trigger 

signal itself (i.e., TriggerX) is defined as a logic combination of the PASS signals using a 

4b combination code. 

As seen in Fig. 3.1, the strategy also provides an ability to blank (i.e., disregard) 

the neural data on a recording channel during TBlank (i.e., from discrimination of the last 

spike until the end of stimulus duration on all four channels). The rationale and 
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implementation details of blanking for both sequential and individual triggering cases are 

further explained in Blanking Section. 

3.2 FPGA System Architecture 

Fig. 3.2 depicts the system architecture and corresponding operation timing 

diagram for hardware realization of the stimulus trigger-generation strategy on an FPGA. 

The core building blocks of the system include a digital highpass filter (HPF), neural 

spike discriminator, and decision-making circuitry, whereas the auxiliary blocks include 

timing & data manager unit, data serializer, reset synchronizer, and a 219b latched shift 

register.  

 

Figure 3.2: System architecture and timing diagram for hardware realization of the strategy for 

stimulus trigger generation from intracortical neural spike activity. 
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The embedded data serializer sends out the raw and filtered neural data as well as 

the SDO signal on each channel serially using an internally generated clock signal 

(500kHz) for external monitoring. The latched shift register provides all the programming 

and control bits for the FPGA operation. The other building blocks are described below 

in further detail. 

3.2.1 Time and Data Manager 

The timing & data manager unit interfaces with the spike-recording front-end 

circuitry to prepare the data on each channel for processing and to manage the timing of 

the FPGA operation. Specifically, the timing control unit of this block, which receives a 

1MHz system clock along with serial clock and strobe signals from the recording front-

end, extracts the timing information of the incoming serial data on each recording 

channel and manages the operation of a serial-to-parallel converter and a 2:1 multiplexer 

in order to convert the incoming serial data per channel into 10b parallel data for further 

processing by the FPGA. 

To manage the timing of the FPGA operation, the timing control unit also 

generates two internal clock signals (for Ch. 1 and Ch. 2) that are utilized by the 2:1 

multiplexer, digital HPF, spike discriminator, and decision maker. The latter also uses the 

1MHz system clock for operation flexibility. 

The operation timing diagram in Fig. 3.2 is illustrated based on the premise that 

each conversion cycle of the analog-to-digital converter (ADC) in the spike-recording 

front-end takes 28 cycles of the 1MHz system clock. This design strategy helps reduce 
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the power consumption per channel in the recording front-end, while still providing a 

sampling frequency of ~35.7kSa/s/ch. 

As seen in Fig. 3.2, each of the two internal clock signals lasts for two cycles of 

the 1MHz system clock, with one additional clock cycle as delay between the two 

channels. Hence, the processing of each data channel takes only three system clock 

cycles, enabling the same architecture to simultaneously handle up to nine recording 

channels in any future expansion of the system functionality. 

3.2.2 Digital High-Pass Filter 

A 1st-order, infinite impulse response (IIR), digital HPF removes any residual dc 

offsets or low-frequency noise/artifacts from the multiplexed/digitized input neural data 

prior to online spike discrimination. As shown in Fig. 3.3, the HPF has direct form II 

architecture and a transfer function that can be expressed as: 
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where factor K is the user-set HPF coefficient that controls the filter bandwidth 

(BW). Specifically, factor K can be either 1/16 or 1/8, which results in a filter BW of 

366Hz or 756Hz, respectively, from a 1MHz system clock. Moreover, the filter 

coefficients are judiciously selected to perform the filtering using arithmetic shifts, 

subtraction and addition only, obviating any need for digital multipliers or dividers. 
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Figure 3.3: Detail presentation of high pass filter and spike discriminator blocks. Conceptual 

illustration of the time-amplitude window discriminator is shown on top left. Negative threshold 

level L1 (not shown in bottom left) is used in the algorithm to discriminate waveforms with 

reverse polarity (i.e., negative-going initial portion), if necessary. The finite state machine (FSM) 

for spike discrimination algorithm is shown with illustration of timers and resets selection 

process, and the role of blanking related signals. 

3.2.3. Neural Spike Discriminator 

As shown in Fig. 3.3, the system employs thresholding and two user-adjustable 

time-amplitude windows for real-time neural spike discrimination from noise and other 

artifactual signals. Once the signal waveform crosses a user-defined threshold level, L0, 
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the spike discriminator is activated to check whether the signal waveform subsequently 

passes through both time-amplitude windows (solid red boxes). If a spike event is 

accepted on any channel, the corresponding SDO signal is activated for the decision-

making circuitry to generate the stimulus trigger signals, as described in further detail 

below. A negative threshold level, L1 (not shown), is also used to discriminate waveforms 

with reverse polarity (i.e., negative-going initial portion). The timing parameters T1~4 and 

T5~7 can be user-set up to ~ 7.2ms and 28.6ms, respectively, in steps of 28µs. 

Fig. 3.3 also depicts the finite-state machine (FSM) diagram of the control unit of 

the neural spike discriminator along with the architecture of its timer block. When each 

internal clock signal is active, the 10b timer information of the corresponding recording 

channel is selected and sent to the spike discriminator control unit. The timer information 

of each channel can be individually reset either internally or externally via the system 

reset signal, or via the blanking-related signals, ADB and SDB, as explained in further 

detail in dedicated Blanking Section. 

3.2.4. Decision Maker Circuitry 

The decision maker uses the SDO signals as input and, based upon various user-

adjustable settings, generates the four trigger signals for either the individual or 

sequential stimulus-triggering scenario. Specifically, the counter & delay unit of this 

block counts a programmable number of discriminated neural spikes (N  15) within a 

user-adjustable time bin duration, TBin  ~0.5 second in steps of 56µs, and generates the 

PASS signal for each channel with a programmable delay, TD  ~28.6ms in steps of 28µs, 

following the discrimination of the last spike. The trigger signals are then generated 
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based upon the desired stimulus-triggering scenario, as selected by an 8:4 multiplexer at 

the output of the decision maker (see Fig. 3.2.) 

In the individual triggering scenario, a channel combiner block, which is 

implemented as a programmable gate array, generates each trigger signal, TriggerX, 

independently as a logic combination of the two PASS signals using a 4b combination 

code that is unique for each stimulus channel. By de-activating the PG_Enable signal, the 

8:4 multiplexer uses the four channel combiner outputs, CCO1~4, as the four trigger 

signals in this case. 

In the sequential triggering scenario, the four output trigger signals are obtained 

from a pattern generator block and can be nominally generated with a programmable, 

constant inter-channel stimulus delay, TD_Stim  ~1 second in steps of 56µs, as previously 

shown in Fig. 3.1. The pattern generator also supports another sequential triggering 

scenario in which simultaneous triggering occurs on the first two stimulus channels 

(Trigger1,2) followed by simultaneous triggering on the next two channels (Trigger3,4) 

after a delay of 3  TD_Stim. It should be noted that simultaneous, 4-channel triggering can 

also be supported by simply setting TD_Stim to zero. 

By activating the PG_Enable signal, the 8:4 multiplexer uses the four pattern 

generator outputs, PGO1~4, as the four trigger signals in this case. Also, to provide 

savings in the number of programming and control bits for the FPGA operation, the 

pattern generator utilizes the same 4b combination code used for the stimulating channel 

4 in the individual triggering scenario to define the neural input-based criteria for 

sequential triggering. 
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3.2.5. Reset Synchronizer 

In this design, based on the requirement of each block or sub-block, both 

synchronous and asynchronous reset signals have been used. Synchronous resets usually 

do not have meta-stability problems because they always occur at the active edge of the 

clock for each flip-flop. But this is not the case for asynchronous resets.  

The main problem with asynchronous resets is that they are asynchronous both at 

the assertion and at the de-assertion of the reset. The assertion is a not problematic, but 

the de-assertion is. If the asynchronous reset is released at or near the active clock edge of 

a flip-flop, the output of the flip-flop could go metastable and thus the reset state of the 

ASIC could be lost. To avoid this meta-stability issue for asynchronous reset signals, 

reset synchronizer is used to make sure asynchronous reset signals are de-asserted on the 

opposite edge of active clock for each specific flip-flop. 

3.2.6. Stimulator Control 

The stimulator control unit generates the requisite timing control signals for the 

stimulating back-end to control the anodic, cathodic, and passive discharge phases of the 

stimulus waveform. Asymmetric biphasic current pulse parameters such as duration of 

anodic phase, interphase delay, duration of cathodic phase, and duration of passive 

discharge as well as frequency and number of pulses within an ISMS train can be 

programmed for the BMSI via this block. 
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3.3. Blanking Schemes 

As briefly mentioned in previous sections, our stimulus trigger-generation 

strategy also provides an ability to blank (i.e., disregard) the input neural data on some or 

even all of the recording channels for specific periods of time. There are two reasons 

behind the implementation of such blanking schemes. First, although the time-amplitude 

window discriminators (as opposed to simple spike thresholding) should be capable of 

discriminating neural spike waveforms from stimulus artifacts (by proper adjustment of 

parameters in the two windows), the blanking schemes further ensure that stimulus 

artifacts, if present in the BMBI system, will not lead to false-triggering. 

Second, since neural spikes can occur asynchronously at any time during the 

BMBI system operation (e.g., during a period of stimulation), the blanking schemes 

provide a mechanism to prevent unwanted stimulus triggering during a period of 

stimulation, and to keep track of the trigger-generating spikes in any post hoc analysis of 

spike-stimulus pairs. 

As seen in Fig. 3.2, the blanking schemes are implemented by a blanking control 

unit within the decision maker that provides additional inputs (ADB1~2, SDB1~2, 

SEQ_BLK) to the neural spike discriminator. Different blanking schemes are devised for 

individual and sequential triggering scenarios and described in further detail below. 

3.3.1. Blanking Scheme for Individual Triggering 

In an individual triggering scenario, each trigger signal itself (i.e., TriggerX) is 

defined as a logic combination of the PASS signals using a 4b combination code. As a 

representative case, Fig. 3.4 illustrates various signals and their relative timings that are 
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involved in blanking for individual triggering on stimulating channel 3, initiated when 

trigger-generation criteria are satisfied on the first input data channel only (i.e., Trigger3 

is set to be PASS1 signal.) Once spike-discrimination criteria are satisfied on any 

recording channel, an activity-dependent blanking signal, ADB, is activated on that same 

channel that blanks its input data by resetting the timer information of the recording 

channel in the neural spike discriminator (see Fig. 3.3) Once the ADB signal is de-

activated on the falling edge of the corresponding PASS signal, the recording channel is 

ready again to check the spike-discrimination criteria. 

However, depending upon the user-set combination code to define TriggerX, only 

a subset of the recording channels might actually be involved in stimulus trigger 

generation in a given experiment (e.g., recording Ch. 1, but not Ch. 2, in Fig. 3.4). A 

second blanking signal, namely, stimulus-dependent blanking (SDB) is then employed to 

prolong the blanking duration only on those recording channels involved in trigger 

generation. Specifically, the blanking control unit incorporates a lookup table with the 

user-defined combination codes as its input in order to generate a series of static 

command signals, BlankXY, at the output. In conjunction with StimX signals, which 

indicate the duration of stimulation on channel X and are typically provided via the 

stimulator controller of the BMBI system, the two SDB signals are generated as shown in 

Fig. 3.4. 

Specifically, in Fig. 3.4, Blank31 signal at the output of the lookup table, as well 

as Stim3 signal, will be active (all other BlankXY and StimX signals will be inactive), 

which will then activate the SDB1 signal only. 
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Hence, recording Ch. 1 (i.e., source of Trigger3) will continue to be blanked 

beyond ADB1 until stimulation on channel 3 is terminated, whereas recording Ch. 2 will 

not be blanked beyond ADB2. Similar to ADB signals, the SDB signals achieve blanking 

by resetting the timer information of the corresponding recording channels in the neural 

spike discriminator (see Fig. 3.3) 

 

Figure 3.41: Individual blanking mechanism. SDB signals are generated from stim signals and 

combinations codes. Activation of ADB signals can blank the channels and also results in 

stimulation (activation of Stim signals). This again results in prolonged blanking by activating 

SDB signals in a blanking loop. 

3.3.2. Blanking Scheme for Sequential Triggering 

In a sequential triggering scenario, all stimulating channels (e.g., four in Fig. 3.1) 

are engaged, which leads to overall stimulus duration of several seconds per trigger, 

depending on the user-set parameter TD_Stim ( ~1 second). Hence, a blanking scheme is 

devised to disregard the input neural data on all recording channels until the end of 

stimulus duration. 
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Figure 3.5: Sequential blanking mechanism illustration. Activation of ADB signals can blank the 

channels and also might result in sequential stimulation which ultimately leads to blanking all the 

channels for the entire stimulation period. Blanking starts at different time but ends 

simultaneously for all the recording channels. 

As a representative case, Fig. 3.5 illustrates various signals and their relative 

timings that are involved in blanking for sequential triggering, initiated when trigger-

generation criteria are satisfied on at least one input data channel (i.e., CCO4 is set as the 

logic OR function of the two PASS signals.) The figure also shows how a sequential 

blanking output signal, SEQ_BLK, is generated by the blanking control unit of the 

decision maker as the OR function of two internal signals (SEQ_TRIG from the pattern 

generator block and Stim4 from the stimulator controller of the BMBI system) in such a 

way that SEQ_BLK is active throughout the duration of sequential stimulation. Note that 

the PG_Enable signal is always active for sequential triggering, as previously stated in 

Section III.D. 
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The SEQ_BLK signal is subsequently used to operate a 2:1 multiplexer at the 

front-end of the neural spike discriminator, as shown in Fig. 3.3. When SEQ_BLK is 

active throughout the duration of sequential stimulation, the input of the neural spike 

discriminator is held at a constant level to disregard the multiplexed/digitized input neural 

data. The two internal clock signals (for Ch. 1 and Ch. 2) are also de-activated in the 

timing & data manager unit to further save power during blanking. 

3.4. Implementation and Measurement 

The proposed algorithm has been synthesized and mapped to the Cyclone II 

FPGA, EP2C35F672C6, using Altera’s Quartus II design software.  

 

 

Figure 3.6: System architecture of the interfaced SCI_Gen1device and reconfigurable FPGA 

platform for real-time ISMS trigger generation. 

The mapped circuitry consumed 5% (1,661) of the total available logic elements 

(LEs), 1,172 registers, and a total of 41 I/O pins. 
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For validating implemented algorithm, FPGA was interfaced with SCI-Gen1 chip 

as a brain machine spinal cord interface (BMSI) as shown in Fig. 3.6 [3.2]. With this 

setup, in vitro and in vivo experiments have been conducted to verify the functionality of 

the proposed algorithm. 

3.4.1. Benchtop Characterization 

Intracortical neural spike activity prerecorded from a laboratory rat’s cerebral 

cortex was fed to the SCI_Gen1 IC, amplified, filtered, and digitized output was fed to 

FPGA platform, and trigger generation results under three different scenarios were 

captured on a home-based computer using a digital data acquisition (DAQ) card (NI 

6541, National Instruments). The setup is shown in Fig. 3.7. 

 

Figure 3.7: The measurement setup; prerecorded data is amplified by the chip and serves as the 

input for implemented algorithm on FPGA. Generated triggers are fed back to the chip for 

delivering charge balanced biphasic or monophasic stimulation pulses with passive discharges. 
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In the first scenario, the FPGA platform was programmed to generate multiple 

triggers for sequential, multichannel stimulation based on discriminating two neural 

spikes within a time bin of 0.35 seconds, with a delay of 20ms from spike discrimination 

to generation of the first trigger. Fig. 3.8 shows the measurement results from the FPGA 

platform under this scenario. The SDO trace indicates the discrimination of two neural 

spikes (in <0.15 seconds) upon which a set of four sequential triggers with a user-set 

inter-channel delay of TD_Stim=200ms were generated after a time delay of 20ms from the 

discrimination of the second spike. 

 

Figure 3.8: FPGA measurement results; Multichannel trigger generation for sequential 

stimulation based on discrimination of two intracortical neural spikes from a rat’s cerebral cortex. 

A close-up view of the two discriminated spikes in dark grey is also shown after 

thresholding and time-amplitude windowing. The spike shown with green arrow is 



 47 

blanked by SDB mechanism. As shown in green color in the extracted spikes, the blanked 

spike passes the time amplitude windows. 

In the second scenario, FPGA platform was programmed to generate two 

sequential triggers for multichannel stimulation on channel 1&2 and with a 0.3 second 

delay, stimulation on channels 3&4 after discriminating 5 neural spikes in 0.4 second.  

 

Figure 3.9: FPGA measurement results; Multichannel trigger generation for paired sequential 

triggering. Green spike occurred during the blanking period, so did not affect any ongoing 

process. 

Fig. 3.9 shows the measurement results from the FPGA platform under this 

scenario. The SDO traces show discrimination of 5 neural spikes in less than 0.2 second 

and trigger for first two channels was generated 15ms after the last spike. Fig. 3.9 also 

shows an expanded view of the five discriminated spikes (in dark grey) that crossed the 

positive threshold level and subsequently passed through both user-adjustable time-

amplitude windows, along with a green trace that shows an acceptable spike by time-



 48 

amplitude windows which has occurred in the blanking period of the algorithm. This 

spike is also marked with a green arrow in the neural activity on top left of Fig. 3.9. 

In the last scenario, the FPGA platform was programmed to generate one trigger 

signal for simultaneous, multichannel stimulation based on discriminating a total of six 

neural spikes within a time bin of 0.42 seconds, with a time delay of 28ms from spike 

discrimination to trigger generation. Fig. 3.10 shows the measurement results from the 

FPGA platform under this scenario. Similar to the previous case, the SDO traces shows 

six neural spikes were discriminated (in fact, in <0.25 seconds), and one trigger signal 

was generated with a delay of 28ms after the discrimination of the last spike.  

 

Figure 3.10: FPGA measurement results; multichannel trigger generation for simultaneous 

stimulation. 

Fig. 3.10 also shows an expanded view of the six discriminated spikes (in dark 

grey) that crossed the positive threshold level and subsequently passed through both user-

adjustable time-amplitude windows. The signal waveforms in light grey were rejected by 
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the FPGA platform for trigger-generation purposes, as they did not satisfy all criteria for 

discrimination at the same time. 

3.4.2. In Vivo Experiments 

 Neurobiological experiments were performed in healthy, anesthetized rats in 

accordance with guidelines approved by the Institutional Animal Care and Use 

Committee (IACUC) at the University of Kansas Medical Center. Fig. 3.11 depicts fine-

wire electromyography (EMG) signals that were recorded from 3 hind limb muscles 

while sequential, multichannel ISMS was controlled by intracortical neural spikes and 

delivered to the lumbar spinal cord through an acutely implanted microelectrode array. 

Specifically, the FPGA was configured to generate multiple triggers for sequential, 

multichannel ISMS (inter-channel delay, TD_Stim=100ms) for each discriminated neural 

spike (i.e., N = 1) with a delay of 20ms from spike discrimination to generation of the 

first trigger. The corticospinal interface IC was programmed for ISMS with a single 

monophasic current pulse (anodic, 35A, 200s) followed by passive discharge. 

Throughout the stimulation duration, BMSI operation was blanked to disregard any 

artifacts generated by the stimulus pulses. ISMS consistently activated the gluteus medius 

and lateral gastrocnemius muscles but did not activate the vastus lateralis muscle, 

indicating a specific muscle response at a precise location within the spinal cord. This 

demonstration of specificity suggests that it may be possible to achieve desirable muscle 

activation sequences by targeting ISMS to precise locations that can be identified through 

intraspinal mapping. Fig. 3.11 also shows an expanded view of all spikes in a 3-second 

window that were successfully discriminated (dark gray) by thresholding and two time-
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amplitude windows. Red markers point to the two discriminated neural spikes that 

triggered ISMS in the rat.  

 

Figure 3.11: Top – Trigger generation for sequential, multichannel ISMS in the rat based on real-

time discrimination of intracortical neural spikes from the rat’s cerebral cortex. Bottom – 

Recorded EMG signals from 3 hindlimb muscles of the rat activated via closed-loop, cortically 

controlled, sequential, multichannel ISMS in the rat. 

 Fig. 3.12 shows our results from a second experiment involving simultaneous, 

multichannel ISMS in the rat controlled in real time by discriminated neural spikes from 

the rat’s cerebral cortex (N = 1). The spike-to-stimulus delay and stimulus current level 

were reduced to 10ms and 15µA, respectively. 
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Figure 3.12: Top – Trigger generation for simultaneous, multichannel ISMS in the rat based on 

real-time discrimination of intracortical neural spikes from the rat’s cerebral cortex. Bottom – 

Recorded EMG signals from 3 hind-limb muscles of the rat activated via closed-loop, cortically 

controlled, simultaneous, multichannel ISMS in the rat. 
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Chapter 4 

Miniaturized Brain-Machine-Spinal Cord Interface (BMSI) 

SoC for Closed-Loop Intraspinal Microstimulation 

 

In previous chapters, we have presented our work on developing a system-on-chip 

(SoC) for robust recording of intracortical neural activity and intraspinal 

microstimulation; SCI_Gen1. Besides, field-programmable gate array (FPGA) 

implementation of a digital signal processing (DSP) unit for real-time generation of the 

stimulus triggering from intracortical neural activity has been thoroughly discussed. In 

this chapter, we build upon our expertise, knowledge, and device functionality from 

previous chapters, and present a 3.45 × 3.45mm2 SoC, SCI_Gen2, fabricated in AMS 

0.35µm 2P/4M CMOS technology as a miniaturized brain-machine-spinal cord interface 

(BMSI) for closed-loop control of intraspinal microstimulation. In particular, the SoC 

uniquely integrates intracortical neural recording as its recording front-end, on-the-fly 

digital signal processing, and intraspinal microstimulation as its stimulating back-end to 

investigate the possibility of functional recovery after spinal cord injury (SCI) in rat 

model of SCI.  
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The SoC incorporates a 32µW custom-designed DSP unit for real-time processing 

of intracortical neural data obtained by four recording channels in each module in the 

SCI_Gen2 to generate appropriate triggers and requisite control signals for four 

intraspinal stimulating channels in the back-end.  

The SCI_Gen2 shares the same architecture with SCI_Gen1 for the recording and 

stimulating channel in its front-end and back-end with minor modifications in circuit and 

layout levels. Also the DSP unit shares the same architecture with the implemented DSP 

on the FPGA in the previous section with system level modification to expand its 

operation to a four by four recording-stimulating channel system.  

The rest of this chapter is organized as follows; section 4.1 presents the system 

architecture of SCI_Gen2, section 4.2 discusses the design and architecture of key 

building blocks within the SoC, and section 4.3 presents our measured results from 

benchtop testing and biological experiments with SCI anesthetized rats. 

4.1 Integrated Microsystem: System Architecture 

Fig. 4.1 shows the suggested architecture for our proposed proof-of-concept 

BMSI system along with its timing operation, incorporating two identical four-channel 

modules each compromising four recording channels in the recording front-end, one 

digital signal processing (DSP) unit, and four stimulation channels in the stimulating 

back-end [4.1]-[4.2].  

Each channel of analog recording front-end, with fully programmable gain and 

bandwidth, enables the BMSI with robust recording of intracortical neural activity within 

the frequency range of 100Hz up to 10kHz, and outputs a filtered 10-bit digitized data for 
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further processing. The DSP unit filters the recorded data in the digital domain using an 

infinite impulse response high-pass filter (IIR-HPF) and extracts the action potentials 

(neural spikes) in real-time on each recording channel employing thresholding and two 

user-adjustable time-amplitude windowing. Afterwards, based on the number of detected 

spikes on each channel within a programmable duration with a variety of user-adjustable 

settings, DSP unit generates sequential or individual stimulus triggers from recorded 

neural activity. Implemented as the last block in the DSP unit, stimulator control block 

uses generated trigger signals as input, and outputs requisite timing control signals for the 

stimulating back-end to deliver trains of intraspinal microstimulation (ISMS) with 

programmable number of pulses and durations in each train. The four-channel stimulating 

back-end uses generated timing signals and delivers asymmetric biphasic or monophasic 

current pulses with passive discharge to the stimulation sites. Using a 6-bit current 

steering DAC, the current amplitudes can be digitally programmed up to ~100µA and 

~33.3µA in anodic and cathodic phases, respectively with output impedance of >100MΩ. 

As a stand-alone system, two modules in the BMSI also share an integrated clock 

generator, biasing circuitry, and a radio-frequency frequency-shift-keyed (RF-FSK) 

transmitter. The clock generator block provides the system clock at a nominal system 

clock frequency of 1 MHz with a 5-bit programmable frequency. The RF-FSK 

transmitter operates at 433MHz and can operate in three modes, as shown in Fig. 4.1. In 

one mode, it transmits the digitized recorded raw data or high-pass filtered data on one 

channel together with its corresponding spike discriminator output (SDO) signal. In this 

mode, a 3-bit preamble is scrambled within the data for synchronization purposes 

between the transmitter and an external receiver. In other two modes, it either transmits 



 56 

the spike discrimination or the trigger events on all eight channels along with a 6-bit 

preamble in each data stream. Besides, all the programming and control bits are provided 

via an integrated 874-bit latched shift register for the proper operation of different 

building blocks of the BMSI. 

 

Figure 4.1: Proposed system architecture and timing diagrams of the proposed SCI_Gen2 BMSI 

system. There are two identical four-channel modules in the BMSI that share a clock generator, 

biasing circuit, and a FSK-TX. 

Fig. 4.1 also depicts the timing operation of the analog to digital converter (ADC) 

and the DSP unit for one cycle of ADC conversion. Each ADC conversion takes 28 clock 

cycles which with nominal system clock frequency of 1MHz, results in sampling 

frequency of 35.7 KS/s. In addition to the 1MHz system clock provided by clock 

generator, DSP unit also generates one internal clock from the ADC timer information for 

each channel for internal operations. Each internal clock takes two clock cycles, and DSP 

operation for processing data of each channel takes only three clock cycles. Moreover, a 

data serializer in the DSP unit extracts a 500kHz serial clock from the system clock to 



 57 

send out the raw/filtered data, SDO signals, and trigger signals to the RF-FSK transmitter 

and/or external pads. 

4.2 Integrated Microsystem: Circuit Architecture 

4.2.1 Analog Recording Front-End 

Each module of the BMSI has four identical recording channels in the recording 

front-end. As shown in Fig. 4.1, each recording channel consists of a low-noise amplifier 

(LNA), an analog Gm-C high-pass filter (HPF), a secondary variable-gain amplifier 

(VGA), and a 10b successive approximation register analog to digital converter (SAR-

ADC). In our design, LNA provides 32dB fixed gain via capacitive feedback and 

stabilizes the dc-baseline of the signal by using a MOS-bipolar pseudo resistor in parallel 

with the feedback capacitor.  

By digitally tuning the current in HPF and LNA, low cutoff frequency (LCF) and 

high cutoff frequency (HCF) of the recording front-end can be set within the range of 

1.1–525 Hz and 5.1–12.2 kHz, respectively. The VGA can provide additional gain of 

20.2dB up to 33.7dB via its 2-bit programmable resistive feedback.  

Sampling frequency of 35.7 kS/sec, resulted from 28 clock cycles for a complete 

analog to digital conversion from a 1MHz clock signal, makes the implemented SAR-

ADC suitable for recording intracortical spike activity signals with frequency 

components of up to 10 kHz. To relax current driving capability of the VGA, for low-

power operation, acquisition period is extended up to 16 clock cycles. The ADC digitizes 

the amplified/filtered neural data with a signal-to-noise and distortion ratio (SNDR) of 

56.5 dB (i.e., ENOB of 9.1b) at a maximum sampling frequency of 63kSa/s [4.3]. 
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4.2.2 DSP Unit 

Overall architecture of the proposed DSP unit is shown in Fig. 4.1 which 

incorporates a control unit, digital high-pass filter (HPF), neural spike discriminator, 

decision maker, data serializer, and stimulator control as its building blocks.  

 

Figure 4.2: Detailed architecture of HPF, spike discriminator, and decision maker of the 

proposed DSP unit of the BMSI system along with finite state machine (FSM) representation of 

the spike discriminator control unit and timer structures. 

The control unit receives ADC timer information to generate internal clocks for 

each channel with duration of two clock cycles for internal operation of sub-blocks in the 
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DSP unit. The data serializer is in charge of sending serialized raw and filtered data, SDO 

signals, and trigger signals to the RF-transmitter and/or external pads.  

As shown in Fig. 4.2, DSP unit shares the same building blocks and ground-rule 

architecture with the FPGA implementation of DSP unit discussed in Chapter 3, by 

expanding its operation for on-the-fly processing of four input channels.  

4.2.3 Stimulating Back-End 

The proposed architecture for the BMSI system consists of a stimulating back-end 

which incorporates four identical electrode drivers in each module to deliver ISMS trains 

of monophasic or asymmetric biphasic current pulses followed by passive discharge. 

Electrode drivers, operating from 5V supply, share a 6b current steering DAC (operating 

from 1.5V) which has a 4b current adjustment mechanism for fine-tuning the output 

current. Each electrode driver can deliver anodic pulses (from integrated pMOS current 

source) of up to ~100µA and cathodic pulses (from integrated nMOS current source) of 

up to ~33.3 µA to the stimulation sites. Moreover, each electrode driver employs gm-

boosted active feedback circuit to increase their output impedances (>100MΩ.) Each 

ISMS pulse, monophasic or biphasic, is followed by passive discharge to drain the 

accumulated charge on the stimulation site using a 2-bit programmable resistor (4.6 to 32 

KΩ). During passive discharge, the current DAC and all biasing circuitry are powered 

down to reduce the static power consumption. 

All the timing signals from stimulator control block in the DSP unit, as well as 

control bits for power management and discharge resistors are shifted from 1.5V to 5V 

for proper operation by a voltage level-shifter.  
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4.2.4 Clock Generator 

Fig. 4.3 shows the transistor-level schematic of the clock generator for generating 

a 1-MHz system clock in the implemented BMSI system. Similar circuit was first 

reported in [4.3]. The clock generator includes a start-up circuit, bias circuit, oscillator 

core, comparator, and an output buffer. The clock frequency can be adjusted in the range 

of 420 kHz and 2.5 MHz via a 5b resistor, while the oscillator capacitance is fixed. 

 

Figure 4.3: Circuit schematic of the clock generator with nominal frequency at 1 MHz [4.3]. 

The comparator circuit provides rail-to-rail output swing while output buffer 

guarantees enough driving capability for the system clock tree.  

4.2.5 RF-FSK Transmitter 

A cross-coupled voltage-controlled oscillator (VCO) with similar architecture to 

that in [4.3] has been used for RF-FSK transmitter as shown in Fig. 4.4.  
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An off-chip inductor and capacitor in conjunction with capacitors contributed by 

wire bonding, packaging, and PCB provides a stable operation frequency near 433 MHz. 

The variable capacitor are implemented using NMOS transistors while oscillation 

frequency (FOSC)  and frequency bandwidth (ΔF)  can be set via two 2b control signals. 

Specifically, ΔF can be varied in the range of 0 to 3 MHz in steps of 1 MHz.  

 

Figure 4.4:  Circuit level schematic of the RF-FSK transmitter [4.3]. 

4.3 Electrical Measurements and Performance Characteristics 

A prototype proof of concept IC was fabricated in AMS 0.35µm 2P/4M CMOS 

technology, measuring ~3.46mm × 3.46 mm including the bonding pads, as shown in Fig. 

4.5. Electrical performance of individual circuit blocks was characterized in benchtop 

measurements, and the BMSI functionality was verified in vivo biological experiments 

with SCI anesthetized laboratory rats.  
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Figure 4.5: Die microphotograph of the SCI_Gen2 BMSI in 2P/4M AMS 0.35um CMOS. 

Plots of measured electrical performance for neural recording front-end are 

presented in Fig. 4.6. The measured frequency responses for one neural recording channel 

with three different BW settings are shown in top plot of Fig. 4.6 (a) while the nominal ac 

gain was set to 60dB. The LCF could vary from 1.1 to 525Hz and the HCF was 

programmable from 5.1 to 12.2kHz. Besides, each channel has programmable mid-band 

ac gains of 52.2 to 65.7 dB when the HPF is bypassed. 

Fig. 4.6(b) shows the input referred noise voltage of the neural recording front-end 

for different BW settings. For the maximum BW setting of 1.1Hz to 12.2 kHz, 1/f noise 

has a significant presence because the HPF was bypassed. With the maximum BW setting, 
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the total input referred noise voltage in the BW of 0.5Hz to 50 KHz was measured to be 

3.15Vrms resulting to a noise efficiency factor (NEF) of 2.69 for the LNA. Besides the 

flicker noise corner frequency is <100Hz in all bandwidth settings which shows the 

efficacy of the implemented HPF. 

Fig. 4.6 (c) depicts measured signal to noise and distortion ratio (SNDR) for the 

entire neural recording with respect to input amplitude for four available gain settings at 

the output of SAR-ADC. Lower gain provides higher dynamic range, while higher gains 

can result in higher SNDR. 

 

Figure 4.6: Front-end electrical measurements a) Frequency response b) Input referred noise 

voltage c) SNDR vs. input amplitude d) SNDR vs. input frequency. 

Measured SNDR with respect to input frequency is shown in Fig. 4.6 (d) for the 

maximum BW and gain setting of 59.5 dB with input amplitude of 1.4 mVpp. The 
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recording front-end can provide >41.8dB SNDR within the frequency range of 100Hz–

10kHz of extracellular neural spikes. 

Measured electrical performance for stimulating back-end is presented in Fig. 4.7. 

The top plots in this figure, depicts the measured DNL and INL for the 6b current 

steering DAC. For the anodic phase DNL and INL were measured to be < ±0.57 LSB and 

< ±0.56 LSB and for the cathodic phase were < ±0.47 LSB and < ±0.54 LSB, 

respectively.  

Measured stimulator output current versus its output voltage is shown in Fig. 

4.7(c) for four input DAC codes (Codes: 63, 32, 16, 8) for both anodic and cathodic 

phases. The output voltage with the maximum current setting in anodic and cathodic 

phases could get up to 4.7V and down to 135mV from a 5V power supply while still 

delivering set constant current. 

Fig. 4.7(d) depicts measured asymmetric biphasic stimulus current waveform 

delivered by the stimulating back-end of the BMSI to saline via microelectrode. Passive 

discharge is performed in this case using an on chip 32 kΩ resistor. All the timing 

parameters (TAnodic, TInterchannel_Delay, TCathodic, TDischarge) are programmable in the chip via 

stimulator control unit. For TID=TCathodic=0, BMSI delivers anodic monophasic current 

pulse to the stimulation site with passive discharge. 

 



 65 

 

Figure 4.7: Stimulating back-end electrical characteristics; a) DAC DNL b) DAC INL c) output 

current versus output voltage for codes 63, 32, 16, and 8 d) asymmetric biphasic current pulse 

with the maximum amplitudes.  

A receiver operating characteristics (ROC) graph is a well-known technique for 

visualizing and organizing detectors based on their performance. A window of 1-second 

data have been synthesized using three different templates of neural spikes with Poisson 

distribution [4.4] at rate of ~100Hz. Then, the level of White Gaussian noise in the data is 

adjusted for three different levels of signal to noise ratio (SNR) by defining the SNR as 

the ratio between the mean of all peak-to-peak values of spikes and six times the standard 

deviation of the noise [4.5]. 

True positive rate is defined as the ratio of detected true positives by the total 

number of available spikes in the signal and false positive rate as the ratio of detected 
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false positives by the total number of detected spikes by the algorithm. ROC curves are 

plotted by sweeping the height of time-amplitude windows and calculating true positive 

rate and false positive rate for each level of SNR as shown in Fig. 4.8. 

 

Figure 4.8: ROC curves for the implemented spike discriminator at three different levels of SNR. 

Fig. 4.9 shows the breakdown of the silicon area and power consumption for the 

entire SoC including both modules. The SoC core area, excluding I/O pads, was 

2.78×2.78mm2, of which 20% was occupied by the DSP unit, which was implemented 

using Verilog HDL. As shown in a separate bar chart, 38.5% of the DSP area was 

occupied by the decision maker excluding the blanking control unit that occupied 

another1%.  

The power pie-chart is generated assuming biphasic stimulation at a rate of 30 Hz 

(anodic: 100 µA, 200 µs; cathodic: 33.3 µA, 600 µs) and recording bandwidth of 525 Hz 

to 5.1 kHz. Excluding the FSK transmitter, the total power consumption is measured to 

be 359 µW for two modules with the analog recording front-end being the most power-

hungry circuit block. 
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In order to breakdown the power consumption of the DSP unit, it was 

simulated in the CadenceTM environment using the NCSim tool using prerecorded 

neural data obtained in an in vivo experiment. The switching activity of the DSP 

unit was then fed into the Encounter Digital Implementation (EDI) tool to 

calculate the power consumption of each building block. The overall power 

consumption of the system was estimated by the EDI tool to be ~34.5μW from a 

power supply of 1.8V using the typical corner model. This was in good agreement 

with the measured power of ~32μW from a 1.5 V power supply. Based on the 

power analysis obtained by the EDI tool, 49% of the DSP power was dissipated in 

the clock network of the individual building blocks. The leakage power was 

estimated to be 71nW, and the stimulator control consumed 42% of the overall 

power of DSP unit.  

 

Fig. 4.9:  Breakdown of silicon area (excluding I/O pads) and power consumption (excluding 

FSK-TX) for the BMSI and its DSP unit. 

Table 4.1 provides a summary of the specifications and measured performance of 

SCI_Gen2 device as a stand-alone BMSI. 
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Table 4.1: Summary of SCI_Gen2 Specifications and Measured Performance 

 

RECORDING FRONT-END STIMULATING BACK-END 

AC Gain @ 1 kHz 52.2, 57.5, 60, 65.7 dB  Anodic Cathodic 

Low Cutoff Freq. 1.1  525 Hz 
Stimulus 

Waveform 

Asymmetric Biphasic & 

Monophasic w/ Passive 

Discharge 
High Cutoff Freq. 5.1  12.2 kHz 

Total RMS Input 

Noise Voltage 

3.15 µV (BW of 12 kHz) 

3.42 µV (BW of 5.1 kHz) 
Output Current 0  100 µA 0  33.3 µA 

NEF 
2.69 (BW of 12 kHz) 

2.9 (BW of 5.1 kHz) 

Output Impedance > 100 M Crosstalk <-69dB 

CMRR @ 1 kHz 56 dB 

PSRR @ 1 kHz 63.4 dB DAC Resolution 6b 

Max. Sampling 

Freq. 
63 kS/s 

Voltage Compliance 
 

Monophasic 
 

Biphasic** 

 

4.7 (of 5 V) 
 

3.2 (of 3.5 

V) 

 

N/A 
 

1.35 (of 1.5 

V) 

INL/DNL  ±0.83 LSB 

ENOB 

9.2b (fin = 1 kHz, fS = 35.7 

kS/s) 

9.1b (fin = 1 kHz, fS = 63 

kS/s) 

 

Power 

Consumption 
 
 

Amp-HPF 

 
SAR ADC 

 

26.9 µW (BW of 12 kHz) 

19.9 µW (BW of 5.1 kHz) 
 
 

5.9 µW (fCLK = 1 MHz) 

DAC INL 
< ±0.57 

LSB 

< ±0.47 

LSB 

DAC DNL 
< ±0.56 

LSB 

< ±0.54 

LSB 

Supply Sensitivity -69 nA/V -10 nA/V 

Power 

Consumption 

29 µW with max currents 

(Biphasic @ 30Hz 

Anod. 200µs – Cath. 600 

µs) 

Digital Signal Processing Unit 

HPF Cutoff Freq. 366 / 756 Hz (fCLK = 1 MHz) ISMS Patterns 
Sequential (3 modes) - 

Individual 

Max number of 

spikes (N) 
15 ISMS Pulse Freq. > 122 Hz 

Bin Duration (TBin) ~ 0.5 s 
Max number of 

ISMS pulses/train 
31 

Spike to stimulus 

Delay (TD) 
28.6ms 

Inter-Channel 

Delay (TD_Stim) 
~ 1 s 

Power 

Consumption 
32 µW (fCLK = 1 MHz) Blanking Schemes Sequential - Individual 

Clock Generator RF Transmitter 

Output Frequency 420 kHz  2.5 MHz 
Comm. Scheme FSK @ 433 MHz 

Received power @ 

1m distance 

-55 dBm (18-cm monopole 

TX and RX Antenna) Supply Sensitivity -60 kHz/V 

Power 

Consumption 
21 µW (fCLK = 1 MHz) 

Power 

Consumption 
200 µW 
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4.4 In Vivo Experiments 

To verify the functionality of the proposed BMSI system, neurobiological 

experiments were performed in SCI, anesthetized rats in accordance with guidelines 

approved by the Institutional Animal Care and Use Committee (IACUC) at the 

University of Kansas Medical Center. 

In all the experiments, the BMSI was recording four channel neural activities 

from the barrel cortex of the rat and delivering monophasic ISMS pulses with passive 

discharge to the spinal cord below the injury level. Besides, three hind-limb muscles of 

the rat (namely Biceps Femoris, Vastus Lateralis, and Tibialis Anterior) were 

implemented with fine-wire electromyography (EMG) electrodes, to record the evoked 

EMG activity as a result of ISMS by BMSI. 

4.4.1 Individual ISMS 

Fig. 4.10 depicts EMG signals resulted from closed-loop control of ISMS on 

stimulating Ch. 4 by the BMSI in an individual triggering scenario. In this case BMSI 

was programmed to deliver a monophasic current pulse with passive discharge (anodic, 

15µA, 200µs) to the rat’s spinal cord after successful discrimination of two neural spikes 

(N=2) on recording Ch.1 within a time bin duration of ~ 0.5s and spikes to stimulus delay 

of 25ms. In the left plots, recorded neural activity on Ch. 1 of BMSI along with generated 

SDO1 and Trigger4 signals during the experiment are depicted. In the top right plot, 

neural spikes (black) after offline thresholding and time-amplitude windowing (red solid 

boxes) are shown. The light grey signals passed the threshold level but did not pass 

through the time-amplitude windows and were rejected. Moreover, there are neural 
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spikes that satisfied the thresholding and time-amplitude windowing criteria, but were not 

discriminated by the BMSI (SDO signal was not activated) as result of falling in the 

blanking periods, and were disregarded. 

 

Figure 4.10:  Closed-loop Individual ISMS on stimulating Ch.4 and resulted EMG signals; BMSI 

was stimulating Ch.4 after successful discrimination of two neural spikes on recording Ch.1.  

4.4.2 Paired-Sequential ISMS 

Fig. 4.11 depicts another experiment in which the BMSI was programmed to 

conduct paired sequential triggering after successful discrimination of three (N=3) neural 

spikes on recording Ch.1 within a time-bin duration of ~0.5s. In this scenario, spikes to 

stimulus delay was 20ms and the interchannel-delay between first two triggers (Triggers 

1,2) and last two triggers (Triggers 3,4) was programmed to be 600ms. The BMSI was 

also set to deliver ISMS with a single monophasic current pulse (anodic, 10µA, 200µs) 

followed by passive discharge. In the top right plot, all the neural spikes that could satisfy 

the thresholding and time-amplitude windowing are shown (black) along with the neural 
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activities that were rejected (light grey.) EMG signals resulted from paired sequential 

stimulation are also shown in Fig. 4.11. 

 

Figure 4.11:  Closed-loop paired sequential ISMS; The BMSI was stimulating Ch.1,2 and Ch.3,4 

with 600ms delay after successful discrimination of three neural spikes on recording Ch. 1. 

4.4.3 Sequential ISMS 

For the last scenario, Fig. 4.12 depicts EMG signals resulted from sequential, 

multichannel ISMS controlled by intracortical neural spikes and delivered to spinal cord 

below the injury level. Specifically, the BMSI was program to deliver single monophasic 

current pulse (anodic, 15µA, 200µs) followed by passive discharge when two neural 

spikes (N=2) could be discriminated within a 15ms window on neural recording channels 

1 and 4 (CCO4 was defined as the logic AND operation of PASS1 and PASS4.) In this 

case, spike to stimulus delay was set to be 10ms and duration of PASS signals was 15ms. 

ISMS pulses were delivered to spinal cord of the rat with 220ms interchannel delay and 
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resulted the EMG signals shown in Fig. 4.12 (ISMS did not evoke considerable EMG 

activity on stimulating Ch. 1.) 

Top left plots of Fig. 4.12, presents recorded neural data on recording Ch.1 and 

Ch. 4 along with the recorded SDO1, PASS1, SDO4, PASS4, and Triggers signals during 

the experiment. Besides, offline extracted neural spikes that could satisfy the thresholding 

and windowing criteria are shown. Again, it is worth mentioning that spikes that could 

satisfy the time amplitude windows are more than the few spikes that were discriminated 

by BMSI (activated SDO signals), because they were in the blanking periods and were 

disregarded.  Hence, implemented blanking schemes provided a mechanism to prevent 

unwanted stimulus triggering during a period of stimulation. 

Moreover, in Fig. 4.12, EMG signal patterns demonstrate distinct muscle pattern 

activation via multichannel ISMS in the SCI rat’s spinal cord. ISMS activated the Biceps 

Femoris muscle consistently, activated Vastus Lateralis on two channels, and weakly 

activated Tibialis Anterior, indicating a specific muscle response at a precise location 

within the spinal cord. This demonstration of specificity suggests that it may be possible 

to achieve desirable muscle activation sequences by targeting ISMS to precise locations 

that can be identified through intraspinal mapping. 
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Figure 4.12:  Closed-loop sequential ISMS; The BMSI was programmed to generate sequential 

ISMS when trigger-generation criteria were simultaneously satisfied on both Ch.1 and Ch. 4 

(within a 15ms window), with sequential triggering criteria defined as the logic AND function of 

PASS1 and PASS4 signals.  
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Chapter 5 

Conclusions, Contributions, and Future Work 

 
 

Miniaturized brain machine body interfaces (BMBIs) form a new generation of 

implantable neuroprostheses that combine neural recording, signal processing, and 

microstimulation in a single device for closed-loop interfacing with the nervous system. 

Currently, most BMBIs operate in a so-called control-mode paradigm in which the user’s 

intent to produce voluntary control of the user’s own body is detected in cortical activity, 

and, after processing, activates the target to produce an action. Control-mode BMBIs are 

dealing with substantial challenges of designing optimal signal-processing and control 

algorithms, as well as efficient hardware realization, in particular in a miniaturized form, 

for real-time execution. Furthermore, they often require significant learning by the user, 

depending upon the complexity of the task, and need to be implanted throughout the 

user’s lifetime, facing additional challenges related to long-term feasibility. 

An alternative, conditioning-mode approach for BMBIs is based on mechanisms 

underlying neuroplasticity. The ability of the nervous system to alter the strength of 
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synaptic efficacy underlies learning and memory in healthy organisms, and is a 

mechanism for recovery after injury as well. Using the same cortical command signals of 

control-mode BMBIs, it is possible to condition neural connections that are remote from 

each other by timing the application of a small electrical pulse in the target region so that 

it occurs after a natural delay following cortical spike activity. 

The main focus of this research work is to design and develop a miniaturized 

integrated neuromodulation microsystem for the first time that enables cortical control of 

intraspinal microstimulation to investigate the feasibility of functional recovery after 

spinal cord injury, in a conditioning mode paradigm. This has been accomplished in a 

three-step approach. In the first step, we developed a SoC, SCI_Gen1 for robust 

multichannel intracortical neural recording and microstimulating in vivo. Next, in the 

second step, we developed an algorithm for generation of stimulus triggering from 

intracortical neural activity and implemented the proposed algorithm on an FPGA. 

SCI_Gen1 and FPGA implementation of the algorithm has been interfaced and the 

functionality of the system was verified by conducting in vivo experiments. Finally, in 

the third step, we implemented a miniaturized SoC, SCI_Gen2, capable of multichannel 

intracortical neural recording, digital signal processing, and intraspinal microstimulation 

as a stand-alone BMSI for functional recovery after SCI. 

5.1 Contributions 

The major contributions of this research work to the field of biomedical 

microsystems are listed as follows 
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5.1.1 Design and Theory 

 Understand the major performance limitations and tradeoffs involved in low-

power design of integrated microsystems for biomedical applications. 

 Obtain a fundamental knowledge of the system-level considerations to enable 

combined intracortical neural recording and electrical microstimulation on the 

same silicon substrate in highly integrated biomedical microsystems. 

 Introduce a novel stimulus generation algorithm from intracortical spike activity 

and spike firing rate based on the basic principles of neuroplasticity for 

conditioning mode Brain-Machine-Body-Interfaces (BMBIs). 

5.1.2 Development and Assembly 

 Develop a multichannel neural recording and micro-stimulating SoC for 

simultaneous intracortical neural recording and intraspinal microstimulation. 

 Develop a DSP unit on an FPGA device for the real-time generation of the 

stimulus triggering from intracortical neural activity.  

 Develop a miniaturized, multichannel, battery-powered SoC as a Brain-Machine-

Spinal cord Interface (BMSI) for closed-loop cortical control of intraspinal 

microstimulation. 

 Develop associated peripheral hardware and software in conjunction with the 

BMSI system for conducting in vivo experiments in spinal cord injured laboratory 

rats. 
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5.1.3 Testing and Characterization 

 Thorough benchtop testing and electrical performance characterization of the 

implemented and developed biomedical microsystems. 

 Demonstration of combined single-chip, multichannel intracortical neural 

recording and intraspinal microstimulation in an anesthetized rat.  

 First ever demonstration of on-the-fly stimulus generation from firing rate of 

intracortical spike activities for brain-machine-body interfaces (BMBI) in context 

of conditioning mode BMBIs. 

 First ever demonstration of a miniaturized brain-machine-spinal cord interface 

(BMSI) for cortical control of intraspinal microstimulation. 

5.2 Future Work 

5.2.1 Increasing the Number of Recording and Stimulating Channels 

In this PhD research, the goal was to develop a proof-of-concept BMSI for 

functional recovery in a rat model of SCI. For future applications, or animal/human 

models, an increased number of recording and/or stimulating channels might be required. 

The proposed DSP architecture in this design has a processing time of three clock cycle 

per channel, which with regard to 28 clock cycles for each ADC conversion; the same 

architecture can handle operation of up to 9 channels per module without any 

modifications. Besides, increasing the number of recording and stimulating channels will 

require higher power consumption and silicon area for the BMSI. Based on the area and 

power breakdown of the BMSI in previous chapter, an effective approach to reduce the 
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area and power simultaneously is to reduce SAR ADC resolution from 10 to 9 bits. The 

input-referred quantization noise of the SAR ADC (
ENOB

DD

Gain

V

212 
) is ~0.8 µVrms 

for a nominal gain of 60 dB which is less than input noise of LNA (~3 µVrms). By 

reducing the number of bits from 10 to 9, not only reduces the power and area for ADC 

block, but also relaxes the current driving capability of the secondary amplifier (which 

with current condition is consuming ~18% of the total power) resulting in significant 

power and area savings [4.4]. 

5.2.2 Adaptive Spike Discriminators 

In this work we presented a thresholding and time-amplitude windowing 

algorithm for discriminating spikes from existing noise/artifacts in the recorded 

intracortical neural activity.  While a higher number of windows can certainly be used to 

impose more stringent criteria for spike discrimination, we have generally found two 

windows (along with thresholding) to suffice in our experimental recording sessions. This 

approach is computationally simple and can therefore be efficiently implemented in low-

power, resource-constrained hardware, which is especially important when the number of 

input channels is ultimately increased for large-scale recording from cortical regions. 

Currently, the spike discrimination parameters are determined empirically by the user 

offline during test recording sessions prior to the actual experiment and programmed into 

the FPGA shift register. This a priori knowledge of the shape and other characteristics of 

the recorded spikes on multiple channels allows the user to not only select the most active 

channels as the source of stimulus trigger generation, but also to select the spike 

discrimination parameters in such a way that would maximize the number of 
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discriminated spikes and hence that of spike-stimulus pairs. The drawback of this 

approach is that user adjustment of thresholding and time-amplitude window parameters 

would be necessary in chronic experiments in response to changes in the position of 

recording sites and background noise level, as well as formation of glial scars, electrode 

drift, etc.  

Table 5.1: Summary of CMOS-implemented Spike Detectors Performances 
 

 [5.1]  [5.2]  [5.3]  [5.4] [5.5] This work 

Technology (µm) 0.18 0.13 0.18 0.13 0.13 0.35 

Power Supply (V) 1.8 1.2 1.8 1.2 1 1.5 

Power/Ch. (µW) 0.78 85 1.5 1.7* 0.95 0.32 

Area/Ch. (mm2) 0.07 0.41 0.03 0.014 0.17 0.022 

Detection method MTEO EC-PC NEO SWT NEO 
Threshold & 
windowing 

Domain Analog Digital Analog Digital Analog Digital 

*Simulation results 

As an alternative, it is possible to use more computationally complex algorithms 

based on nonlinear energy operators (NEO), multi-resolution Teager energy operators 

(MTEO), or matched filters. Such algorithms could automatically extract optimal spike 

discrimination parameters based on the statistics of the input neural data and exhibit 

superior performance with regard to true- and false-positive rates at low input signal-to-

noise ratios (SNR). Still, these approaches will need extra power and silicon area for the 

BMSI. In Table 5.1 power and area per channel for our algorithm is compared with other 

CMOS-implemented spike discriminators. 
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