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Abstract—Nowadays, the security of small-medium enterprises
against cyber-attacks is a matter of great importance and
challenging area, as they are financially and functionally affected.
Novel and sophisticated attacks are emerging daily, targeting and
threatening a large number of businesses in the world. For this
reason, the implementation and optimization of the performance
of Intrusion Detection Systems have attracted the interest of the
scientific community. In this paper, a machine learning solution
based on a deep neural network is proposed, in order to detect
malicious behavior (DDoS and Malware cyber-threats) in the
network traffic of an SME in real-time. The experimental results
for the intrusion detection system showed that the proposed
model can achieve high accuracy, having at the same time low
false positive rate, while distinguishng between malicious and
normal network traffic.

Index Terms—Cybersecurity, Intrusion Detection System, Deep
Neural Networks, DDoS Detection, Malware Detection

I. INTRODUCTION

The attainment of cybersecurity and the protection of data
and communication of the users are considered essential
because of the rapid increment in Internet applications and
their use by most of the world’s population. At the same
time, increased exposure to more sophisticated cyber-threats
has been observed over the Internet and computer networks,
in academic and industry digital world, especially in Small-
Medium Enterprises [1], with financial and emotional costs.
For this reason, the study and the ongoing development of
cybersecurity intrusion detection technology are particularly
timely and necessary, as first line of defense, to prevent, tackle
intrusion threats and reveal new security issues.

Intrusion Detection Systems (IDS) provide an efficient se-
curity mechanism for the detection and protection of cyber-
attacks in any network or in small-medium enterprises. Net-
work Intrusion detection systems have a primary role in the re-
inforcement of a system and defend the network against ever-
increasing malicious behaviors by monitoring and analyzing
the network traffic in real time. The main purpose of IDS is
to detect effectively cyber-attacks, viz. suspicious or abnormal
behavior, violating system security and exposing other network
users to danger, and to take the necessary measures to protect
the system. Network traffic analysis uses network flows to

monitor the network of the system and divides traffic packets
into network flows [2], [3].

Researchers’ attention focuses on implementing IDS to
achieve effective solutions against intruders and attacks [4].
So far, in the research field of IDSs, among other proposed
taxonomies [5], detection techniques are categorized as either
signature-based [6] , anomaly-based [7] , or a hybrid combi-
nation of both. Compared to signature-based, anomaly-based
shows a significant difference in identifying novel attacks
(zero-day-attack) [4], thereat our proposed model rely on
anomaly-based detection.

Machine learning and deep learning in the cybersecurity
industry is constantly expanding and is a growing field of
research with innovative technologies. In order to increase
effectiveness of IDSs, research has been focused on novel tech-
nologies of machine learning, artificial intelligent etc. Machine
learning techniques designed to detect DDoS and Malware
attacks are based on certain knowledge provided for training.
Soft computing techniques are based on fuzzy logic or neural
networks to enhance the performance of a DDoS detection
system, especially in case the information about the attack
traffic is insufficient and knowledge-based approach based on
the history of previous DDoS attacks to develop a defense
solution [8], [9], [10], [11], [12]. Beyond the above techniques,
[13] proposed also traffic pattern analysis, connection rate
techniques, SNORT and Open Flow integrated techniques. The
widespread use of machine learning extends to the fields of
prediction, classification and estimation, especially in the field
of cybersecurity.

As we can see, deep learning is a branch of machine
learning and can be deployed for supervised, unsupervised
and semi-supervised learning. Deep learning, depending on
the applied field of classification, achieves better accuracy
than machine learning methods. The most known deep learn-
ing technologies are Convolutional Neural Networks (CNN),
Recurrent Neural Networks (RNN), Long-Short Term Memory
(LSTM), Multi-Layer Perceptron (MLP). In this paper, we will
implement an Intrusion Detection System using Multi-Layer
Perceptron.

The purpose of this paper is to implement an anomaly



based intrusion detection system using flow-based statistical
data. The proposed solution detects and classifies with high
accuracy between DDoS and Malware types of attacks and
normal traffic separately in binary classification for each type
of attack. Classification of flows achieved with the use of
deep learning algorithms. This paper proposes two deep neural
network with multiple fully connected layers (Multi-Layer
Perceptron) in order to classify the network traffic of a SME
into normal or malicious for DDoS and malware threats.
The propose solution was implemented under the umbrella
of FORTIKA H2020 project which is an ongoing EU-funded
project for cyber-security [14].

The structure of this paper is as follows. Section II describes
the related work regarding the intrusion detection systems
using machine learning techniques, for malware and DDoS
detection. Section III explains the DDoS Detection architecture
that have been followed. In section IV, a brief description of
the architecture of the Malware Detection system is provided.
Section V, analyzes the implementation and training processes
of the anomaly detection. Section VI provides the experimental
results, and finally, Section VII concludes the paper and
presents future work.

II. RELATED WORK

The need to explore new IDS techniques and improve the
performance of existing against novel cyber threats, such as
DDoS and Malware, has drawn the attention of researchers in
order to address security issues and fulfill vulnerability gaps.

Jiang, et al [15] presented a hybrid detection model to
detect four varieties of ALDDoS attacks. Since they have
studied system’ s behavior and features of ALDDoS attacks,
they combined traffic and user behavior features. They aimed
to improve the accuracy of detection and reduce the time
and complexity of training user behavior model, using time
windows. The experiments conducted in CICDS2017 dataset
for DDoS (ALDDoS) detection attacks, by applying three
layer Back Propagation Neural Network (BPNN) for the
classification. They compared their model with traffic-based
and hybrid KNN model and achieved to succeed DDoS attacks
detection with accuracy, precision, recall and F1 rate of 99%.

Aksu, et al [16] conducted a comparative study using 3
machine learning algorithms. They used CICIDS2017 dataset
and the supervised machine learning algorithms Support Vec-
tor Machine (SVM), K Nearest Neighbor (KNN) and Decision
Tree (DT) for binary classification between DDoS and benign
examples. They used Fisher Score algorithm in order to reduce
the dimension of the dataset and select the most appropriate
features, from 80 features to 30, and non-related features
were eliminated. The exported performance measurements,
like accuracy, recall, precision and F-score metrics, shown
that for the Decision Tree method, evaluation scores did not
change, in contrast with KNN’ s accuracy was increased and
SVM’ s was decreased.

Zhou and Pezaros [5] conducted an analysis using common
supervised machine learning algorithms for anomaly flow-
based detection. They implemented different algorithms, such

as Random forest classifier, Gaussian naive bayes classifier,
Decision tree classier, Multi-layer Perceptron (MLP) classi-
fier, K-nearest neighbours classifier, Quadratic discriminant
analysis classifier to the CIC-AWS-2018 Dataset, comparing
their performance using the performance criterias of precision,
recall, F1 score, and time expense.

Roopak, Tian and Chambers [17] carried out a compara-
tive analysis between different deep-learning algorithms and
mechanical learning algorithms. They have implemented four
different classification deep learning models as Multilayer
Perceptron (MLP), CNN, LSTM, CNN+LSTM and they com-
pared them with machine learning algorithms, such as bayes
and random forest. The evaluation was done on balanced
CICIDS2017 dataset for detection of DDoS attack with binary
classification. Based on the performance metric, accuracy,
precision and recall, the model with the highest accuracy of
97.16% was CNN+LSTM for both deep and machine learning
algorithms on the dataset used.

Faruki et al. [18] proposed a method that is effective
against code obfuscation and repackaging that are widely
used techniques to evade anti-virus signature and to propagate
unseen variants of known malware, their results demonstrate
robust detection of variants of known malware families. Their
method creates variable length signature and compares it with
a signature database using fuzzy logic techniques, their main
goal was to detect unseen and zero-day samples of known
malwares.

Huang et al. [19], attempt to explore the possibility of
detecting malicious applications in the Android operating sys-
tem. They analyze the required and requested permission for
an Android application using machine learning algorithms on
three data sets. Four commonly machine learning algorithms
including AdaBoost, Naive Bayes, Decision Tree, and Support
Vector Machine, are used to evaluate the above performance.
Their experimental results detect more than 81% of malicious
samples.

Shabtai et al. [20], proposed Andromly, a behavior-based
Android malware detection system. They classify the applica-
tion as normal or malware based on continuously monitoring
specific features and patterns that indicate the device state
such as battery level, CPU consumption etc. while it is
running and then apply different machine learning algorithms
to discriminate between malicious and benign applications.

Sanz et al. [21], present PUMA, a method for detect-
ing malicious Android applications through machine learning
techniques by analyzing the extracted permissions from the
application itself. Their methods can be used as a first step
before other more extensive analysis, such as a dynamic
analysis.

Our contribution is the implementation of a novel anomaly
detection solution, achieving promising results in binary clas-
sification between normal and malicious network traffic, by
using a deep learning model with multiple fully connected
layers (Multi-Layer Perceptron). A more detailed explanation
of our proposed implementation is given in Section V.



III. DDOS DETECTION

DDoS input data depend on the choice of the detection
method, but beyond the specification of the method, it is
essential to provide features that describe information re-
garding the network traffic and features that will provide
information for the detection process. The features that provide
information for the network traffic are the Source IP address,
the destination IP address and the traffic volume that can be
measured directly from the network and the resource entropy
that can be calculated and provide the information rate of the
traffic. For the DDoS process the CPU Usage, memory usage,
Latency, Packet loss, Link Utilization and the Throughput are
the same features that demanded as input data.

The detection methods that concern a defense system for
DDoS attacks should have the following characteristics:

« Real-time Performance. The system should be able to
detect an ongoing attack before the attack overwhelm the
victim with malicious traffic.

o Scalability. The attack rates of todays DDoS attacks are in
the order of hundreds of Gbps, thus the scalability of the
defense system plays an important role in the detection
mechanism.

o Maintaining quality of service. Special mechanisms are
needed in order to separate normal traffic from attack
traffic with high confidence, so that the quality of service
to legitimate users can be maintained.

e Source Identification. A DDoS attack defense system
should be robust against IP spoofing. It should have a
suitable mechanism such as traceback or pushback to
locate the attack source.

Figure 1 illustrates the architecture of the proposed approach
for Distributed Denial of Service (DDoS) detection. The
proposed model is comprised of three modules, namely 1)
Raw Data extraction, 2) Feature Vector Representation, and
3) Classification using Deep Neural Networks.

The Raw Data extraction module monitors the activity of the
system and stores to a database the network traffic exchanged
between the system and other systems, or within modules of
the same system. Specifically, the Raw Data extraction module
monitors packets, their size, and the time in which they were
sent/received. The data stored in the database are used as input
by the Feature Vector Representation module. Particularly, the
data are aggregated in specific time windows, and the total
number of packets and bytes exchanged within each window
is measured. The size of the window is a parameter of the
model. Given the aggregated information and the window
size, seven features are extracted for each time window,
namely, i) Number of Packets, ii) Average packet size, iii)
Time Interval Variance, iv) Packet Size Variance, v) Number
of Bytes, vi) Packet Rate, and vii) Bit Rate. Finally, the
produced feature vectors are given as input to a Deep Neural
Network for classification. The proposed network is comprised
of a total of 5 layers, including fully connected layers, batch
normalizations, and non-linear activations (Relu). The output
of this network is a binary classification, representing either

the existence of a DDoS attack, or normal traffic. The Deep
Neural Network is trained on instances of both DDoS attacks
and normal traffic in order to learn to differentiate between
the two.

IV. MALWARE DETECTION

An extended work regarding malware detection for op-
erational systems has been presented during the past few
years and was an inspiriting motivation for the proposed
methodology that has been developed.

The requirements process needed for malware defense of
an organization require multiple layers of defenses [22]. The
defense should consider both the enclave boundary area and
the computing environment area:

o The enclave boundary concerns the interaction of the

organization network with the Internet.

o The computing environment concerns the inner network

of the organization.

More specifically, the enclave boundary defense should
focus mainly on firewalls and intrusion detection systems.

1) The firewalls need to be strictly controlled and limiting
inbound and outbound communications.

« Simple Mail Transfer Protocol (SMTP) to any ad-
dress from only the SMTP mail gateways.

o Domain Name Server (DNS) to any address from an
internal DNS server to resolve external host names.

o« HTTP and HTTPS from an internal proxy server for
users to browse web sites.

« Network Time Protocol (NTP) to specific timeserver
addresses from an internal timeserver.

o Network ports required by AV, spam filtering, web
filtering or patch management software to only the
appropriate vendor addresses.

2) The Intrusion Detection System (IDS) aims to identify
network traffic in near real time. Most IDSs use signa-
tures to detect port scans, malware, and other abnormal
network communications. The ideal placement of an IDS
is external to the organization as well as internally, just
behind the firewall.

Figure 2 shows the architecture of the proposed approach
for malware detection. It is comprised of three components,
1) Raw Data extraction, 2) Feature Vector Representation, and
3) Classification using Deep Neural Networks.

The Raw Data extraction component monitors the system
calls for each application on the monitored system. It has a
specific list of system calls to monitor, related to file system
calls, process calls, network calls, and memory calls. The
output of this component is a sequence of system calls for
each application running in the system. These sequences of
calls are given as input to the second component, namely,
the Feature Vector Representation. For each application call
sequence, N-grams of consecutive system calls are considered,
for N=4. Each unique N-gram is encoded in a unique position
in the feature vector. The size of the final feature vector is
equal to the number of unique N-gram for all the applications.
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Fig. 1: DDoS architecture

The value of each position of the vector is equal to the
number of appearances of the corresponding N-gram. Finally,
these feature vectors are given as input to a Deep Neural
Network for classification. The proposed network is comprised
of a total of 5 layers, including fully connected layers, batch
normalizations, and non-linear activations (Relu). The output
of this network is a binary classification, representing either
malware, or benign application. The Deep Neural Network is
trained on instances of both malwares and benign applications
in order to learn to differentiate between the two.

V. IMPLEMENTATION

To be able to train a DNN it is important to acquire a
large volume of data. In this first approach, the data has been
gathered from various sources on the web, where there are
reported many cases of malicious network traffic for DDoS
and Malware attacks, as long as for normal network traffic. As
a first step, a tool has been developed in order to convert the
network traffic captured in pcap files (binaries), into human
readable json files (netflow v9 relevant format) containing
important information about the flows in the network. This
tool is based on tshark commands, which have been used to
“filter” the information included in pcap files, and so keep
only the features considered important in order to extract the
DNN input feature vector.

The next step of the feature extraction process is to parse the
json files produced by the previous task, and create the feature

vectors for the DNN input. The range of values for each one
of the 7 features is different and the deviations vary from very
small to very big intervals. It was necessary to scale the range
of all features in a, smaller, common for all features, range.
In order to achieve that, the normalization technique has been
used. Using the normalization of Python scikit learn library,
the final range of all features varies between 0 and 1.

Before defining the DNN architecture, the dataset was
split into three individual datasets: training, validation, and
testing set. The DNN was trained using only the training
set. The validation set was used in order to fine-tune the
hyperparameters of the neural netowrk, like learning rate,
dropout, choose between multiple optimizers, find the best
value for number of layers and number of nodes in each layer,
etc. Moreover, the test set does not interfere at any point with
the training process, so the evaluation of the DNN can be
performed using this set and considering the evaluation result
to be quite safe. We have also evaluated our models witha 10
fold cross validation method. The proposed DNN architecture,
consists of the input layer, followed by a first hidden layer, a
second hidden layer, a third hidden layer, a fourth hidden layer,
and the output layer . In the output of the four hidden layers
“ReLU” activation function has been applied, while “Sigmoid”
activation function has been applied on the output layer. Also,
for the weights initialization in each one of the layers, “lecun
uniform” initializer was used.
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For the training of the DNN “adam” optimizer was used for T ——————
the back-propagation process using the default values of the
optimizer. The loss function used, was “binary crossentropy”
and DNN has been training for 30 epochs. All of the above- |
mentioned functions and components, which were used, are
part of the Python tensorflow library. As mentioned above a
validation set has been used to keep tracking of the training ! . i, i} N N }
process and its performance. 7

VI. NUMERICAL RESULTS

During the training process of DNN, a graph indicating -
training and validation accuracy, and one about training and
validation loss over all epochs, have been created to gain a
better intuition about the performance of the DNN. These e e N —
graphs for DDoS and Malware are presented in Figure 3a, ) "' : ’
3b, 4a and 4b respectively.

The evaluation of the DNN was based on the test set and
it is shown in Table 1.

(b)

Fig. 3: (a) DDoS accuracy change during training for 30
epochs (b) DDoS loss change during training for 30 epochs

TABLE I: Evaluation of DNN for DDos and malware

S— DDoS | Malware The prediction (feed-forward) of the DNN was also imple-

Test Set Accuracy | 99.79% | 99.44% . ..

True Positives 157737 14030 mented and accelerated. in FPGA ac.hlevmg. a speedup of 4Qx
False Positives 208 102 compared to the CPU implementation. This step was crucial
True Negatives | 30091 | 30324 since the prediction of a threat in a SME is taking place in
False Negatives | 178 92 real-time, so the faster the decision can be exported from the



(b)

Fig. 4: (a) Malware accuracy change during training for 30
epochs (b) Malware loss change during training for 30 epochs

DNN the better for the SME, because it can come up faster
with a mitigation action regarding the threat.

VII. CONCLUSION AND FUTURE WORK

In this work, an anomaly detection system combined with
deep learning methods was presented. A specialized solution
targeting the needs of SMEs to defend against cyber-attacks,
such as DDoS and malware was introduced. The proposed so-
lution used network flows in order to classify the cyber-threats
into binary categories (normal or malicious) using multiple
fully connected layers (Multi-Layer Perceptron). Classification
achieved using flow-based statistical data. Thus, the implemen-
tation of anomaly detection system was achieved with high
accuracy rate of 99.79% for DDoS detection and 99.44% for
Malware detection.

In future, there is an intention to expand existing work and
try novel deep learning algorithms in a complete, rich, up-
to-date and well-formed dataset for training, validation and
evaluation, in order to extract additional results. Furthermore,
it is intended to use system logs data metrics, collected by
system monitoring agents, for expanding the features of mal-
ware detection. Additionally, the problem will be approached
by the aspect of multiclass classification in order to detect and
classify more categories of cyber-threats.
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