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Abstract— Virtual commissioning is an important part of
modern plant and factory organization. Research in this
area focuses on safety, reliability, liveness, and repeatability.
Security evaluations are currently not considered in virtual
commissioning research and applications. Vulnerabilities in
controller software and in the implementation of industrial
equipment are receiving increased attention from attackers
and cyber criminals. This is due to the rapidly advancing
interconnection in modern, digital factories. This increase of
the possible attack surface needs to be addressed as a part of
comprehensive risk analysis within the domain of Industrie 4.0.
Virtual commissioning, as an established process, is well-suited
to address this lack of security evaluation. In this work, we
propose a conceptual architecture for a simulation testbed that
can be integrated in the virtual commissioning toolchain and
show how to model and evaluate industrial equipment.

I. INTRODUCTION

Industrie 4.0 is the ongoing transformation of the manu-
facturing landscape in Germany that is also observed in other
countries [31]. It is characterized by the increasing integra-
tion of cyber-physical systems (CPSs) into the manufacturing
process [24]. A CPS can be defined as a technology that
manages the digital interconnection of physical assets and
computing devices in an embedded component [1]. These
CPSs are characterized through increasing complexity and
provide more computational power than traditional manu-
facturing equipment. This enables a shop floor with a large
amounts of CPSs to shift intelligent control tasks towards
these systems. This development results, thus, in a trend
towards a more decentralized operational technology (OT)
architecture. Interaction between groups of CPSs requires
precise timing and early testing procedures in order to mini-
mize the financial risk of delayed commissioning. To address
this need in the context of increased factory digitalization,
the application of simulation models for virtual testing and
virtual commissioning (VC) is a logical development.

VC concerns itself with the verification of manufacturing
systems by using a simulation of the plant [2]. The plant
simulation interacts with a controller that is used to control
an automated manufacturing system or component. The
controller can be a physical device, meaning a hardware-
in-the-loop (HIL) simulation is performed for VC. VC can
also be conducted by employing a simulated model of the
controller, thus, only using simulated or virtual components.
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This is referred to as constructive commissioning. These two
types of commissioning are summarized in Table I at Line 1
and Line 2 respectively. In contrast to VC stands real or
traditional commissioning. Here, a real plant is involved in
the commissioning process. Here, either a virtual controller is
used for reality-in-the-loop commissioning (see Line 3) or a
real controller is used with the real plant, which is the actual
or real commissioning process (see Line 4). Manufacturing
components are usually controlled by programs executed
on a programmable logical controller (PLC) controlling
actuators and sensors [3], [4].

TABLE I: Types of commissioning [2].
Line Type Plant Controller

1 Hardware-in-the-loop Virtual Real
commissioning

2 Constructive commissioning Virtual Virtual

3 Reality-in-the-loop commissioning Real Virtual

4 Real commissioning Real Real

VC is an important part in the deployment of modern
manufacturing equipment since it improves the quality of
the equipment and its quality of operation. As it can be
used throughout the entire engineering process, errors in
planning, design, and programming can be detected and
corrected early on [5]. This reduces the need for costly error
correction in the later stages of engineering, especially in
the prototyping phase. Furthermore, the increase of compu-
tational technology in CPSs allows for VC to be employed in
large-scale manufacturing systems [4]. Here, VC is used to
increase the productivity of manufacturing systems as well
as their flexibility. These aspects are relevant in the context
of Industrie 4.0 and draw attention to VC by manufacturing
operators and researchers.

Current research of VC on the verification of PLC pro-
grams is focused on the evaluation of the concepts of
repeatability, liveness, and safety [2]. Repeatability means
that repeated experimentation or measurements, e.g., taken
by sensors, under the same conditions delivers statistically
consistent results. The concept of liveness states that the
execution of concurrent processes in a system delivers a
desired result [6] and is related to the concept of safety [7].
Safety means that undesired results do not occur during
active operation of the system. Safety is an aspect in the
design and construction of dependable systems [8].

However, safety properties and features alone do not
guarantee the absence of undesired or even harmful results to
manufacturing systems or humans. Safety does not take the



intended manipulation of the equipment or its control logic
into account. This was observed, for example, in the Stuxnet
attack, which targeted and harmed the industrial process of
a critical infrastructure [9]. Here, the PLC program was
subtly altered over a prolonged period of time, thus, avoiding
detection by human operators and automated processes. The
intention of Stuxnet was to cause disruption of availability
within the industrial process. This is not an isolated occur-
rence, as other attacks in the previous decades show [10].
Those kinds of attacks and the development of counter-
measures are researched within the field of information
technology (IT) security.

IT security concerns itself with the protection of computer
systems by implementing protection goals such as confiden-
tiality, data integrity, and availability [11]. Confidentiality
means that information is disclosed only to authorized enti-
ties. Data Integrity describes the accuracy and consistency of
stored or transmitted data and ensures that no manipulation
or unauthorized alteration of the data occurs. Availability is a
concept also related to the design of dependable systems [8].
It encompasses the availability for authorized and correct
service and is often seen as the most relevant protection goal
in manufacturing by OT operators [12].

In this work, we focus in the integration of security
evaluations into manufacturing, specifically into VC. It is
reasonable to perform security testing on virtual components
as security tests can lead to the destruction of the real target
of evaluation (TOE). Also, CPSs for Industrie 4.0 are often
novel products and, therefore, testing on real equipment may
not always be possible prior to prototyping. As the example
of Stuxnet and other related attacks show, the consideration
of IT security in manufacturing is becoming more relevant.
Thus, we propose the integration of IT security evaluations
in VC as it is an established process with a basis of avail-
able simulation tools. Those tools, however, require security
extensions as discussed in the following section.

II. RELATED WORK

VC is described as a process of four major, sequential
steps [2]: (1) Process planing, (2) Physical device modeling,
(3) Logical device modeling, and (4) System control model-
ing. Concurrent implementation of Steps 2-4 is possible [3].

In Step 1, the scope of the manufacturing system is defined
and a sequence of operations is developed that allow the
device to fulfill its scope. Step 2 and Step 3 are supported by
VC. Research on physical device modeling (Step 2) concerns
itself with improving the physical and behavioral accuracy
of the model or simulation [13]. This is typically achieved
by geometrical and kinematic modeling with the former
having received more attention from researchers [2]. Logical
device modeling can be distinguished between verification
of theoretical properties (see Section I) and the generation
of dependable PLC programs. This specific process can
be integrated into modern product development cycles as
described by [14].

Security and its evaluation have not received sufficient
attention in VC research so far. The current state of security

in manufacturing is given by [15]. The results of that survey
show, that VC is currently not in the focus of security
researchers. In [16], the risk of intellectual property (IP)
loss resulting from reverse engineering simulation models
is mentioned. This threat is related to the protection goal
confidentiality in IT security as it allows in theory to re-
produce a product by studying its design and composition.
It can be relevant for both, physical and logical device
models. A reverse engineering process for VC is given
by [4]. Digital twinning approaches develop further towards
new VC methods that can integrate security. In [17], an
OPC/UA client is integrated that can offer and implement
security functionalities for testing. Furthermore, in [18] the
possibility of security validations are mentioned. However,
security evaluation are not conducted explicitly within those
two studies.

There exists ample research on the design and construction
of testbeds to study security of industrial controls systems
(ICSs). A detailed and recent overview on those testbeds is
provided by [19]. In their study, the authors evaluated 30
ICS testbeds and identified that most ICS security testbeds
are designed for vulnerability analysis, education purposes,
or testing of defense mechanisms. The detailed study of
individual components is typically not in the focus of current
ICS security testbed design. This is, however, a relevant
aspect of VC applications as VC is mostly concerned with
verification of individual manufacturing components and
equipment.

Proposed security evaluation methods initially concerned
themselves with standard IT components, e.g., office equip-
ment [20]. With increasing standardization efforts, the num-
ber and complexity of such security evaluation methods and
frameworks increased [21]. Also, security considerations are
conducted more for other domains, such as the industrial or
manufacturing domain [8], [22]. Specific methods adopting
to characteristic requirements for these domains have also
been proposed recently [23], [24].

In this work, we propose a testbed capable of integrating
security evaluation methods in VC. The focus is not on
physical modeling or the emulation of PLC ladder logic.
Rather, the aim is to show how to integrate security evalua-
tion methods within a VC toolchain.

III. CONCEPTUAL FRAMEWORK

This section provides an overview of the conceptional
testbed architecture for the integration of security evaluations
in VC.

Our proposed architecture is summarized in Figure 1.
The the left-hand side and the middle of Figure 1 shows
a typical VC pipeline [2]. It consists of two functional
blocks: a virtual plant and a controller. The virtual plant
itself contains a number of virtual components comprising
the manufacturing system. The controller is responsible for
the logical control of one or several virtual components.
The components belonging to the TOE are controlled by
it. In our proposed testbed, a virtual and a real controller
are employed interchangeably. Thus, our testbed contains



Virtual Plant

Virtual Commissioning Pipeline

Simulation & Hardware 
Controller

Security Testing

Security Extension

Virtual Components

Virtual Components

Virtual Components

Virtual Controller

Hardware Controller

Switch

Attack Generator

Security Evaluation

Legend:
Functional
Block

Module Communication

Traffic Generator

Fig. 1: Conceptional architecture.

the VC types of HIL and constructive commissioning (see
Table I). For most tests, it is reasonable to first test the IT
security with a virtual controller in order to avoid destruction
of the TOE. Furthermore, the actual equipment may not be
prototyped in some cases [5]. In the second step, the real
controller, if available, can be used to verify the outcome of
the conducted test. The alternation between the virtual and
the real controller is performed by a switch module.

The conceptual descriptions in this article are illustrated
by an ongoing example that is developed over the course
of this article in several parts. It is then implemented and
simulated in Section V.

Example pt. 1: Consider a shopfloor setup consisting of
various robotic arms. Those are placed in a row to perform
a combination of pick-and-place and welding operations.
Applications for such a setup can be the assembly of vehicles
or large machinery. One of the robotic arms is the TOE.

The functional block for security testing is located on the
right-hand side of Figure 1. It consists of the attack and traffic
generators as well as the IT security evaluation module. The
attack generator module is responsible for providing traffic
that mimics or inflicts attacks while the traffic generator
module provides typical, non-malicious traffic. In this work,
the attack scenarios are limited by the following assumptions.

Assumption 1: The attacker successfully penetrated the
factory and has access to the internal OT network.

This means the attacker finished the initial step of gaining
access to the internal networks of the factory. The attacker
can achieve this via several attack vectors, e.g., a successful
cyber attack via public networks such as the Internet or
by positioning himself or a compromised device inside the
factory [12].

Assumption 2: A viable attack vector is known to the
attacker.

The attacker is modeled after the Dolev-Yao model for

security evaluations in public key cryptography [25]. This
means that the attacker can eavesdrop on transmitted mes-
sages and generate any message freely. Therefore, the at-
tacker is in complete control of the messages transmitted.

Example pt. 2: The attacker can send arbitrary messages
to one robotic arm in the shopfloor setup (cf. Example 1).
Further, the attacker is able to capture and alter messages sent
to the robot, thus, executing a man-in-the-middle (MITM)
attack. This allows for a variety of possible threats to the
robot and the assembly line. For example, the attacker can
send a stop command resulting in an immediate halt of the
robot; or the attacker can alter welding parameters resulting
in welds of insufficient quality.

The assumptions above describe the attacker’s capabilities
and, therefore, constitute a definition of the attacker model,
which is necessary for security evaluations. The security
evaluation module itself contains the security model for the
TOE and its associated process(es). For this work, we use
a simple model consisting of three parts: security category,
security criteria, and evaluation metric [20].

Security categories help to retain focus for the studies
within the testbed. IT security is a broad area of research
with a multitude of applications. To manage complexity, it is
beneficial to focus on a certain area or domain of IT security.
In the context of VC, existing categorizations for reasoning
about security in ICS can be employed as VC is located in
this domain. A recent taxonomy, i.e., a scheme of catego-
rization, for security in ICS is provided by [26]. It allows to
model the physical aspects of manufacturing systems. This is
important to capture the impact of availability on production
systems and to better encompass CPSs (see Section I).

Security criteria are used to evaluate the security of the
TOE. Either by conforming to a specific security criteria
present in the TOE or by comparing implemented security
criteria against a predefined set of criteria. However, as



it is the case with security categories, it is important to
manage the complexity for the security criteria. Therefore,
we develop a more compact set of security criteria for this
work.

Another term for security criteria is countermeasure,
e.g., authentication measures or encryption. [27] provide an
overview on security countermeasures for the domains of
smart grid and smart home appliances. These are related
domains to manufacturing as smart grid uses components
similar to manufacturing. For example, PLCs and smart
home appliances are similar to CPSs.

Finally, the evaluation metric provides quantifiable results
from the testbed. Evaluating if a security criteria has been
met or not is possible in principle. However, for some criteria
such a binary distinction may not be applicable or suitable.
For example, consider intrusion detection systems (IDSs).
They are concerned with detecting malicious traffic, i.e.,
computer attacks, in an IT network [11]. They achieve this
by inspecting packets or data records. It is not sufficient,
for example, to measure the number of packets classified
by the IDS as malicious. This is due to the fact that even
sophisticated IDSs produce false positives.Thus, in the case
of IDSs, more differentiated metrics are necessary, e.g.,
measuring the rate of false positives and true positives.

In this work, we focus on the impact of attacks on manu-
facturing systems. Thus, we employ metrics related to system
and network performance as well as to the physical process
of the manufacturing system. [29] provide a compilation of
these metrics adopted to the use in industrial setups. These
metrics can also be used to, e.g., construct more elaborate
metrics for the evaluation of IDSs as illustrated above. The
metrics listed in [29] are related to the quality of the product
or the operation of the manufacturing equipment (the TOE).
Thus, the metrics are suitable for VC as they aid in improving
the quality of the TOE.

The overall goal of the security evaluation module is
to provide comparability of the results among different
testbed implementations. Example 3 provides an overview on
modeling with the security evaluation framework described
above.

Example pt. 3: An attacker can exploit weaknesses in
the operating system (OS) of an industrial component and
introduce malware in order to target a robotic arm. The
attacker aims at maximizing the attack’s impact and targets
the integrity of the manufactured product (the security cat-
egory according to [26]). He achieves this by attacking the
material of the product. For welding, the strength of material
is easily manipulated by changing the parameters of the
resulting welding seam. Valid security criteria to counteract
these attack are, e.g., authenticity checks of packets received
with new welding parameters via keyed cryptographic hash
functions [27]. The evaluation metric to measure the impact
of the attack and the effectiveness of the implemented
countermeasures can be achieved by dynamic performance
metrics related to discrete processes. These can include, but
are not limited to, product quality, defect rates, or defects
per unit [29].

In Section IV, the ongoing example is further developed.

IV. CASE STUDY: DISCRETE ASSEMBLY

In this section, a case study for our testbed described in
Section III is given. As highlighted, the testbed can be used
to model a variety of industrial setups. To demonstrate the
viability, we focus on a discrete assembly process as sketched
by Example 3.

Industrial assembly processes are categorized by the flow
of material [29]. In a continuous process, material is con-
stantly flowing through the manufacturing environment, e.g.,
in water treatment or other chemical processes. In discrete
processes, the flow of material is quantifiable. Examples
are automotive assembly or sorting operations performed by
robots (see Example 3). Stop and wait states are typical to oc-
cur in discrete processes. A combination of both, continuous
and discrete, processes, can be encountered in manufacturing
as well. These are characterized by an interruption of the
continuous material flow, where discrete operations need to
be performed. This is the case for, e.g., pharmaceutical or
metal-alloy assembly.

The choice for a discrete process was made to reduce
complexity of the experimental testbed (see Section V).
Also, actual manufacturing equipment for replicating parts
of the assembly line are available for this work allowing
verification of the simulation results with real-life equipment.
Simulations are inherently built to offer conclusions under al-
tering simulation parameters and simplified conditions [30].
Verification of a specified set of simulation parameters, i.e.,
those resulting from a security incident, with a physical
representation of the simulation model can help to filter out
those sets of parameters that operate under invalid conditions.

Fig. 2: Abstracted model of an assembly line.

Figure 2 shows an abstracted view on a discrete assembly
line represented as graph [31]. The incoming raw material
is shown on the left, denoted as M . By traversing the graph
along its nodes n, M is transformed in the final product P .
The assembly line is capable of performing three operations:
pick-and-place (denoted as np), sorting (ns), and welding
(nw). The arrows connecting the nodes provide a directed
transition of M , thus, representing the material flow through
the assembly line.

Example pt. 4: The assembly line shown in Figure 2 is
used in the manufacturing of automotive parts (or vehicles).
Pieces of metal are picked from incoming component lo-
gistics by one or several robotic arms located at np and
placed on a conveyer belt (the directed arrows). From there,
the raw material is transported to ns, where the material is
sorted, again by robotic arms. This sorting step is necessary
to ensure proper handling by the welding robots at nw. Here,
pieces of metal are joined together producing the desired
automotive component, e.g., a part of the chassis.

For the scenario described in Example 4, Assumption 3 is
derived.



Assumption 3: Only one model of robotic assembly
equipment is used.

The robotic arms used in Example 4 are assumed to
be the same model produced by the same company. This
assumption is reasonable as usage of identical manufacturing
equipment offers benefits to the plant operator by reduced
initial purchasing prices and ease of maintenance. Further-
more, modeling effort is reduced.

Two scenarios are discussed within the context of Exam-
ple 4: sorting and welding. For this, we detail the architecture
for testbed construction as illustrated in Figure 1. On the
left-hand side, we specify the following virtual components:
the production process of the assembly line, he TOE with
its simulation model, and the physical counterpart of the
TOE. The physical TOE requires its own controlling instance
while the controller for the virtual devices, including the
switch controller, can be executed on the same machine
(cf. center of Figure 1). This machine represents a process
control computer as found on the shopfloor. On the right-
hand of Figure 1, the process supervision is located. It
contains an engineering station for maintaining and adjusting
programs for the assembly line actuators. Also, a generic
traffic generator is located here. This component can be
used, e.g., to generate network load or to replay real-life
communication data captured from an OT network. This can
be useful for certain scenarios and allows for verification
under more realistic conditions. Finally, the attacker node is
located here as well (cf. Assumption 1).

The attacker is responsible for executing attacks on the
TOE. One or several attack vectors are known to him (cf.
Assumption 2). Building up on Examples 3 and 4, the
following attack vectors are the subject of the case study
on discrete assembly.

Scenario 1: Threatening the availability of the assembly
line via sorting parameter manipulation.
In this scenario, the attacker’s goal is to threaten the
availability of the assembly line. He aims to minimize his
effort and maximize the impact. He attacks the integrity
of the communication between the control devices and the
devices interacting with the process . Specifically, the sorting
portion is targeted by the attacker (cf. Figure 2, node ns).
This scenario is motivated from a real-life case study on
the security of manufacturing parameters [31]. We model
this scenario according to our choice of security evaluation
framework (see Section III):

• Security categories: Availability attack on manufactur-
ing equipment by damaging equipment.

• Security criteria: Cryptographic hash functions for
ensuring integrity and authenticity.

• Evaluation metrics: Percentage of availability of the
assembly line.

Example pt. 5: By manipulating the parameters for force
and placement within the messages transmitted between the
robotic arm and its controller, the attacker can cause the
arm to damage the conveyer belt by forcing the arm into
it. Cryptographic countermeasures are not in place, which
is common in manufacturing [12] . The percentage of time

the assembly line is not able to continue normal (or any)
operation at all is the measure of success for the attacker
and, also, for the countermeasures in place (if any).

Scenario 2: Advanced persistent threat (APT) on the as-
sembly line via subtle welding parameter alteration.
As opposed to Scenario 1, the attacker aims at threatening
the integrity of the product. In this scenario, the attacker
puts more effort into the design of the attack vector. He
aims to stay undetected for a prolonged period of time
to maximize its impact, i.e., affecting the largest possible
amount of products assembled. The principle attack vector
is similar to Scenario 1 as the attacker mostly focuses on
alteration of communication between Controller and Security
Testing. Attack targets are the welding robots (cf. Figure 2,
node nw). This attack is inspired by Stuxnet and similar
advanced attacks on actual industrial plants [10]. Again,
the security model is provided in accordance to the chosen
security evaluation method:

• Security categories: Integrity attack on the material of
the product by altering the material strength.

• Security criteria: As Scenario 1. In addition, a sophis-
ticated IDSs capable of detecting subtle alterations in
manufacturing parameters.

• Evaluation metrics: Product quality, product defect
rate.

Example pt. 6: By manipulating the parameter set trans-
mitted to the welding robots, the attacker can weaken the
welding points set for joining the metal pieces together. This
can go undetected in quality assurance and lead to negative
results in the context of automotive manufacturing.

As mentioned in Section III, the metrics chosen for eval-
uation of the security criteria relate to ensuring the quality
of operation for the TOE, the main goal of VC. This is clear
in the case of Scenario 2, where product quality and product
defect rate directly correspond to the quality of operation.
Scenario 1 shows the added benefit of integrating security
evaluations into VC. By studying this scenario, security-
relevant interactions can be considered in addition to quality
evaluations. Thus, implementation of proper security controls
can be supportive in increasing overall product quality.

This section showcased, how to apply security evaluations
to discrete manufacturing processes. The study of continuous
manufacturing processes is also possible by adding a model
and simulation of the process in question and integrating
it into an experimental framework (see Section V). The
scenarios detailed are implemented according to the refer-
ence architecture and simulated in experimental setups in
the following section.

V. EXPERIMENTAL EVALUATION

In this section, the experimental evaluation of our model-
ing framework described in the previous sections is provided.
First, we give a reference implementation of the framework
in Section V-A. Next, we use our implementation in Sec-
tion V-B to simulate the case study on discrete assembly
with varying parameters.



A. Implementation

The implementation is based on the robotics framework
Robot Operating System (ROS), a middleware for developing
robotic applications [32]. It is open-source, accompanied by
a comprehensive documentation, and actively developed as
of writing of this work. It provides hardware abstraction
and, therefore, aids in keeping the proposed testbed open to
future extensions to other scenarios. ROS offers an extensive
ecosystem, which is employed during development of the
testbed.

The modules of the testbed related to the physical pro-
cesses of the plant (see Figure 1) are implemented with
tools from the ROS ecosystem. The simulation of the TOE
is implemented in rviz. It is a 3D robotic modeling envi-
ronment and allows for detailed observation of the TOE.
Also, motion planing is conducted within rviz. The assembly
line scenario is simulated in gazebo. It can be used within
the ROS ecosystem to provide a simulation of a robot and
its environment as it includes a world building editor and a
physics engine. Thus, gazebo is a useful tool to simulate the
impact the TOE has on the environment. To provide a more
realistic model and simulation of manufacturing equipment,
the ROS-Industrial (ROS-I) extension for ROS is used. ROS-
I includes interfaces to common industrial networks, sensors,
and actuators. The physical representation of the TOE, a
robotic arm used commonly in manufacturing, is included
in the testbed via the virtual controller.

The modules for Controller and Security Testing are im-
plemented by using and modifying constructs from the ROS
framework. In the context of ROS, a node is an executable
that is executed by the ROS framework. Nodes communicate
with other nodes inside the framework meaning they are able
to send and receive messages. Thus, they are well-suited to
represent attacker and traffic generators within the testbed.
In addition, the nodes collect the data required for security
evaluations. The virtual controller is also a separate node
that sends and receives messages from the real and virtual
TOE and other virtual components. The switch module is
provided by two different launch configurations for ROS:
one for security evaluations of the virtual TOE and one for
the real TOE respectively.

Table II provides an overview about the implementation
of the testbed. It shows the mapping from the conceptual
framework (see Section III) over the discrete assembly sce-
nario (see Section IV) towards the implementation described
in this section. Each line illustrates how a conceptual module
is translated to the scenario and the implementation. The
following software components are used for implementation:
Ubuntu 14.04, ROS Indigo, ROS-I 0.4.3, rviz r1.11.19, and
gazebo 2.2.3.

The implementation is focused on providing support for
the discrete assembly line scenario but can be extended to
encompass continuous industrial processes as well. For this,
a simulation environment for the continuous process needs
to be integrated into the testbed. This can be achieved by
employing the publish-subscribe architecture ROS is based

TABLE II: Implementation of testbed modules.
Line (Testbed) (Scenario) Implementation

Module Module

1 Virtual Simulation gazebo
component assembly line

2 Virtual
component

Simulation
TOE

rviz, gazebo

3 Virtual controller Virtual
controller

ROS node

4 Switch Switch ROS launch files

5 Attack generator Attacker node ROS node

6 Traffic generator Traffic node(s) ROS node(s)

on. Messages sent by the simulation environment can be
processed by a dedicated ROS node and, thus, extracted and
used within VC for more detailed equipment verification.

B. Simulation

For each of the two scenarios described in Section IV,
a experiment is implemented. In Experiment 1, Scenario 1
is implemented and simulated as described by Example 5.
For Experiment 2, the same is true for Scenario 2 and
Example 6. The simulation of the scenarios is executed
within gazebo. The world building capabilities of gazebo
have been used to model the simple assembly line shown
in Figure 2. Both experiments are first conducted within the
simulation environment. When the expected results are met
by the simulation, the switch module is used to conduct a
real life verification of the simulation results. For this, an
industrial grade robotic arm with an end effector is used.
This robotic arm represents the TOE within the VC process
as outlined in Section II. The simulations are executed on a
standard office PC with a dedicated graphics card.

Fig. 3: Simulation of Experiment 1 during normal operation
(left) and an attack scenario (right).

The result of simulation for Experiment 1 is seen by the
images in Figure 3. They show one component, i.e., a robotic
arm, of the assembly line positioned next to the conveyor
belt. The images are edited to remove corporate branding,



which is part of the model we used. On the left-hand side,
normal operation of the robot is shown, where the robot is
moving between a couple of cylindrical objects. The move-
ment is controlled by a ROS node executing a predefined
program of movement instructions. On the right-hand side,
the results of the successfully executed attack described in
Scenario 1 are shown. A manipulated parameter file is sent
to the simulation via the attacking ROS node, which causes
the arm to alter its movement and crush into the conveyor
belt. The effect for the attack is visualized by the destruction
of the affected conveyer belt segments. Those segments are
assumed to be non-operational after the impact caused by
the arm making the belt (and also the arm) unavailable until
repairs are finished. With sufficent countermeasures, e.g.,
cryptographic hash functions, this effect can be mitigated
and the malicious messages are discarded [33].

The simulated scenario in Experiment 1 showed the results
of an integrity attack on industrial euqipment with the
goal of reducing the availability of the production line (see
Section IV). In the case with no security criteria present,
the availability of the production line dropped from 100% to
0%, whereas the availability stayed constant with sufficient
countermeasures in place.
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Fig. 4: Simulation results of Experiment 2 (αC = 90.8).

Experiment 2 is concerned with the simulation of welding
applications. For this, the robotic arm is equipped with a
welding rod. The arm applies the welding seam by con-
ducting a parallel movement to the object receiving the
seam. The movement is executed in a fixed distance from
the object in order to apply a seam of sufficient density.
If the distance is outside certain boundaries, the seam is
likely to tear. To verify the quality of operation for the
welding process, measurement values are retrieved from the
simulation environment. The values are extracted from the
ROS nodes responsible for controlling the process.

The retrieved measurements are given by Figure 4. It
shows the movement of the robot over time, i.e., the number
of consecutively executed welding operations. The robot’s
movement is represented by the angle between the object and
the welding rod. Ideally, this angle is close to zero during
normal operation as parallel movement of the arm is the
expected behavior. Normal operation is shown by the dashed
line in Figure 4. The arm is moving with high precision
keeping the angle close to 0 degree. This is realistic, as the
arm used in the experiments is designed for high precision

operations. The solid line in Figure 4 shows the development
of the angle during the presence of an APT, which is
implemented as a separate ROS node. The APT initially
continues normal operation but starts at operation n = 10 to
slowly alter the movement of the arm leading to a steadily
increasing angle. At n = 75, the APT reaches the threshold
for a critical angle αC = 90.8 (red line), where the seam
is assumed to be of insufficient quality. From n = 90
onwards, the angle is not increased further to avoid detection.
The impact of the attack can be measured by the reduction
in product quality. Affected products are those products
manufactured after n = 75 until the detection of the APT.
It is assumed that those products are more likely to tear
resulting in a reduced product quality and, ultimately, in a
higher defect rate of manufactured goods.

Both attacks are first simulated and then executed on the
actual device via the switch module. This way, we confirmed
the findings of the simulation for both experiments within a
real-world setup.

VI. DISCUSSION

The testbed we presented can be integrated into existing
VC pipelines as modeling and simulation activities are
already an essential part for VC. Our approach enhances
existing VC pipelines and processes by the possibility to
conduct security evaluations within a testbed. As we demon-
strated, the technical requirements for this are available and
can be utilized.

We used a method for security evaluation that is based
on existing work. The catalogs we used can be extended
by increasing the focus on security within manufacturing.
For security categories this can be achieved by adopting
established evaluation methods, e.g., from the automotive
domain [34]. For security criteria, a dedicated catalog specif-
ically focused on security in manufacturing can be used
reasonably [26]. For the evaluation metrics, enhancements
specifically for measuring security criteria can be added [24].
Also, a metric that counts the detection of false positives in
IDS systems can aid in improving evaluation of this security
criteria [28].

However, for security evaluations to be effective within
VC, procedural adjustments in existing plant and commis-
sioning operations are required. The enforcement of security
evaluations in product commissioning needs to be integrated
into polices that require the regular use of processes and
testbeds as described by us in this study.

VII. CONCLUSION

In this work, we showed how to integrate security evalu-
ations into a testbed that can be used within VC processes.
For this, we give a conceptual architecture, which highlighted
the approach on integrating attackers and security evaluations
into a high-level VC setup. From there, we conducted a case
study on discrete assembly. We modeled two scenarios from
a security perspective highlighting attack vectors occurring
in manufacturing. Finally, we implemented and simulated
the scenarios using the ROS middleware and the simulator



gazebo demonstrating the applicability of our approach.
Our simulation shows how to estimate the impact of an
attack and we discussed possible countermeasures for the
attack. Future extensions and improvements to the security
evaluation framework are sketched.
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