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Abstract— With the high requirements of automation in the
era of Industry 4.0, anomaly detection plays an increasingly
important role in higher safety and reliability in the production
and manufacturing industry. Recently, autoencoders have been
widely used as a backend algorithm for anomaly detection. Dif-
ferent techniques have been developed to improve the anomaly
detection performance of autoencoders. Nonetheless, little at-
tention has been paid to the latent representations learned by
autoencoders. In this paper, we propose a novel selection-and-
weighting-based anomaly detection framework called SWAD. In
particular, the learned latent representations are individually
selected and weighted. Experiments on both benchmark and
real-world datasets have shown the effectiveness and superiority
of SWAD. On the benchmark datasets, the SWAD framework
has reached comparable or even better performance than the
state-of-the-art approaches.

I. INTRODUCTION

The development of automation engineering has been
significantly changing the entire industry from different
perspectives. On one hand, automation technology has been
nowadays widely used in diverse fields, such as autonomous
driving systems [1], [2], robotics [3], manufacturing [4]–
[6], validation and testing [7]. The successful application of
automation technology notably promotes the advancements
of industrial society. On the other hand, enjoying the con-
venience brought by the fast advancements of automation
technology, it is inevitably to raise the concerns about the re-
liability and safety within the technology itself. Accordingly,
in order to realize a more reliable automation system, to
detect and handle unexpected failures becomes an important
issue in both academic and industrial communities.

However, manual identification of failures is not feasible
in the era of big data and cannot meet the efficiency re-
quirements. Thereby, to design automatic failure analysis and
detection systems is nowadays critical, especially for Indus-
try 4.0. Fortunately, anomaly detection has been intensively
studied in literature [8]–[10]. Early anomaly detection meth-
ods often relied on explicit defined models for specific sys-
tems [11]. These methods requires special expert knowledge
and have limited generalization ability. Afterwards, statistical
and machine learning methods drew people’s attention due to
their flexibility. Representative approaches include [12]–[14].
Although these methods achieved notable advancements in
anomaly detection, they typically require complex feature
engineering and are not robust to different data domains.

Recently, deep learning has achieved dramatic success in
many different fields, including image classification [15],
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natural language processing [16], as well as anomaly de-
tection [8]. In some cases, when both normal and abnormal
data are available during training, it is natural to design a
neural network for binary classification and to train it in a
supervised way [17]. However, anomalies are generally rare
in practice and it is thus difficult to acquire enough abnormal
samples to train neural networks. Consequently, it is more
appealing to train deep-learning-based methods on normal
data only [18], [19], which are easier to collect in practice.
In this context, the training itself can be considered as semi-
supervised, since the model is fully trained on the normal
data only [8]. In contrast to supervised anomaly detection,
a limited number of abnormal samples are often used to
validate the model and fine-tune the hyperparameters in the
semi-supervised setup.

Over the last few years, there have been already many
previous studies in semi-supervised anomaly detection such
as [20]–[22]. Although these methods have different archi-
tectures or learning objectives, one interesting observation
is that they frequently consist of an autoencoder structure.
This design is natural and intuitive because autoencoders
are capable of learning the intrinsic structure of data, and
this property can be used to detect abnormal samples during
inference. However, many of these methods use autoencoders
either to learn good latent representations fulfilling certain
conditions or to minimize some reconstruction errors by
using all features (e.g., all pixels of image data). This might
lead to suboptimal anomaly detection performance, because
not all information of the input data is necessary and useful.
For example, as shown in Fig. 1, the background pixels of
a transistor do not have to be well encoded or reconstructed
in order to reject abnormal samples, because both abnormal
and normal transistor images have similar or even the same
background. Therefore, a technique that can automatically
focus on the most discriminative parts of input data while
assigning less or no attention to the less important parts is
expected to be capable of enhancing the anomaly detection
performance of all autoencoder-based approaches.

Fig. 1: The first image from left is the defect-free transistor
(normal class), while the rest three images present transis-
tors with different defect types. Both normal and abnormal
images have similar backgrounds.
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In this paper, a novel selection-and-weighting-based
anomaly detection (SWAD) framework is proposed. In con-
trast to many previous studies, we carry out selection and
weighting in a latent space learned by an autoencoder. In
this way, the reconstructed normal data from the selected
and weighted latent representations are expected to have sig-
nificantly smaller reconstruction errors than those of unseen
abnormal data. Correspondingly, the anomalies are expected
to be more effectively rejected during inference. In summary,
the major contributions of this work are:
• A novel selection-and-weighting-based anomaly detec-

tion framework is proposed by introducing feature se-
lection and weighting mechanism in latent space.

• SWAD is a generic framework that can be used as a
wrapper for many existing autoencoder-based anomaly
detection approaches.

• Systematic study on the key hyperparameters of SWAD
was carried out on different datasets to show the supe-
rior performance of SWAD.

II. AUTOENCODER-BASED ANOMALY DETECTION

In this section, we briefly review the basic idea of
autoencoder-based anomaly detection methods. Generally, it
is assumed that an autoencoder can well capture the hidden
structure of the normal data, if the autoencoder is trained on
these normal data only. After the training, the autoencoder
can therefore well reconstruct the normal data, while it is ex-
pected to be incapable of correctly reconstructing abnormal
samples. Consequently, by comparing the reconstruction er-
rors between a test sample and its reconstruction, anomalies
can be detected; i.e., normal samples typically have smaller
reconstruction errors than those of abnormal samples.

Formally, a training dataset is denoted as X =
[x1,x2, . . . ,xN ]> ∈ RN×D, where each sample xi ∈ RD

is from the normal class. An autoencoder is typically com-
posed of an encoder fenc(·;Θenc) and a decoder fdec(·;Θdec)
parameterized by Θ = {Θenc,Θdec}. The encoder first maps
the input data xi into a latent representation zi = fenc(xi)
with zi ∈ RL, and L is typically significantly smaller than
the original dimension D. Subsequently, the decoder learns
to map the latent representation back to the original space as
x̂i = fdec(zi). Accordingly, the overall learning objective of
autoencoder is to minimize the reconstruction errors between
the original input xi and its reconstruction x̂i over the entire
training dataset. One frequently used loss function is the
mean squared error (MSE) loss defined as

LAE =
1

N

N∑
i=1

||xi − x̂i||22. (1)

During inference, given a test sample denoted as xtest, its
reconstruction can be obtained as x̂test = fdec(fenc(xtest)).
Thereby, the reconstruction error is calculated as εtest =
||xtest − x̂test||22. According to a predefined threshold ε0, the
test sample is detected as anomaly if εtest > ε0, whereas
the test sample is affiliated with the normal class if εtest 6
ε0. It should be noted that the threshold is, in practice,

either determined by a separate validation set with abnormal
samples, or set by special requirements of certain use cases
or practitioners.

III. METHOD

The key idea of the proposed method is to introduce
feature selection to the learned latent representations, and
we can thus identify the important (selected) and the less
informative (non-selected) features in the latent space. Ac-
cordingly, the selected and non-selected features of the latent
representations are separately weighted. Subsequently, the
resulting weighted latent representations are fed into the
trained decoder to reconstruct the inputs. By comparing
the differences between the input data and reconstructions
obtained by the weighted latent representations, we can
therefore detect anomalies. In the following, we first present
the proposed framework and then explain the implementation
details of each individual module within the framework.

A. SWAD Framework
The novel Selection-and-Weighting-based Anomaly De-

tection (SWAD) framework is composed of two major parts
as shown in Fig. 2: i) an autoencoder as a backend model
for learning the latent representations of normal data; ii) a
feature selection model for identifying the most informative
features from the less important features in the learned latent
space and for the subsequent weighting during inference.

1) Training: The training procedure is designed as a two-
stage process. At the first stage, an autoencoder is trained on
the given normal data, aiming to minimize a reconstruction
loss. After training the autoencoder, we use the trained en-
coder to obtain the latent representations of the training data.
At the second stage, the latent representations are used as
new inputs to train a feature selection model. Consequently,
the feature selection results can identify the more essential
dimensions (selected features) of the normal data in the latent
space, and indicate the redundant or noisy dimensions (non-
selected features) that may mislead the anomaly detection.
Therefore, by retaining the values of the selected features
while down-weighting the non-selected features in latent
space, it is expected to highlight the most discriminative
characteristics of the normal data.

x x̂z

m

Zbatch Ẑbatch

Stage 1

Stage 2

Fig. 2: The structure of the proposed SWAD framework.



2) Inference: Two hyperparameters k and τ are addi-
tionally introduced to carry out inference after training the
SWAD framework. k is the number of the most important
features (i.e., the selected features) in the latent space, and
τ ∈ (0, 1) is the weighting factor for the non-selected
features. To weight the latent representations, a fixed τ is
multiplied to the non-selected features, while the k selected
features retain their values. In this case, it can be understood
that the selected features are multiplied with τ = 1 to
retain their values, while the non-selected features are down-
weighted by τ < 1. This is different from the ordinary
feature selection, where non-selected features are typically
removed or set to zeros. The proposed selection and weight-
ing procedure can be therefore interpreted as a soft selection.
The soft selection is expected to be more practical for
anomaly detection because we frequently have only limited
knowledge about the anomalies. Then, the weighted latent
representations are fed into the trained decoder fdec(·) from
the first stage to obtain reconstructions. Consequently, the
reconstruction errors between the original inputs and the
reconstructions are calculated as an indicator of the affiliation
of the data. In a semi-supervised anomaly detection setup [8],
we use a separate validation set (consisting of a few abnormal
samples) to determine the threshold. Accordingly, a test
sample with a reconstruction error greater than the threshold
is detected as an abnormal sample.

B. Autoencoder

The autoencoder is the core backend model for the first
training stage. Generally, the proposed SWAD framework has
no special requirements on the architectures of autoencoders.
Thereby, the formal structure of the autoencoder is the same
as the one introduced in Section II, and the MSE loss defined
in Eq. 1 can be used as the learning objective for SWAD.

Nonetheless, we implemented a shallow autoencoder to
demonstrate the effectiveness of the SWAD framework. In
particular, the autoencoder consisted of three fully connected
layers with 256, 128 and 256 neurons, respectively. A
LeakyReLU layer with the rate of 0.2 was used as the
activation layer after first and the last fully connected layer,
while the activation function for the second hidden layer
was sigmoid(·) to guarantee a bounded latent representation,
which is more meaningful for training feature selection
model at the second stage as suggested in [23].

C. Selection

In order to identify the important features of the la-
tent representations more effectively, we use the recently
proposed feature mask (FM) method [23] as the feature
selection model for the second training stage. The original
FM method consists of two major parts: an FM-module
fFM(·;ΘFM) to generate the feature mask and a learning
network targeting classification or regression. In this work,
we followed the architecture of FM-module in [23], while
replaced the learning network by a decoder sharing the same
architecture as the one in the autoencoder for the first training
stage denoted as g(·;Θg), where the parameters ΘFM and

Θg are learned during the second training stage. It should be
noted that the learning network g(·) has the same architecture
with the decoder fdec(·) from the first training stage only for
a simpler implementation. In general, these two networks are
independent of each other.

Specifically, the inputs of the FM-module are the learned
latent representations zi of the training data xi from the first
training stage. Subsequently, the feature mask m generated
by FM-module is element-wisely multiplied with the latent
representations and fed into the learning network g(·) to re-
construct the original training data. Correspondingly, during
each training iteration, we aim to minimize

LSE =
1

NB

NB∑
i=1

||xi− g
(
zi�fFM(Zbatch;ΘFM);Θg

)
||22, (2)

where Zbatch = [z1, z2, . . . ,zNB
]> is a minibatch of learned

latent representations of the training data during each it-
eration, and NB is the minibatch size. After the second
training stage, the final feature mask m can be calculated
by applying the learned fFM(·) on the latent representations
of the entire training data, where m is automatically bounded
in the range of [0, 1]. Thereby, the i-th element of m
indicates the importance of the corresponding latent feature.
Accordingly, we can select the top k features with the
highest importance scores, whereas the left L − k features
are considered as non-selected (less important) features. It
should be noted that, analogous to training autoencoder at
the first stage, we use the MSE loss in Eq. 2 to demonstrate
one possible implementation and other learning objectives
for reconstructions can be used as well.

D. Weighting and Detection

Although the feature mask m generated by the FM-
module can already identify the most informative latent
features, as mentioned before, it can be hard for detecting
anomalies if we trivially remove the non-selected features
as in conventional feature selection. This is because the
encoding procedure of the autoencoder takes into account the
information of entire data, i.e. all original features. Therefore,
even the non-selected features of the latent representations
can still possess certain information about the normal class.
Due to this concern, the latent representations are weighted
based on the selection results. In particular, the weighting
process is defined as

z̃i,j =

{
zi,j , if zi,j ∈ selected k features
τ · zi,j , otherwise (3)

where zi,j is the j-th element of the learned latent represen-
tation zi of the sample xi. In this way, the resulting weighted
latent representation is denoted as z̃i = [z̃i,1, z̃i,2, . . . , z̃i,L]

>.
Consequently, for each test sample xi, the reconstruction
error is calculated as:

εi = ||xi − fdec(z̃i)||22. (4)

Finally, as introduced in Section II, a test sample is rejected
as anomaly if εi > ε0.



IV. EXPERIMENTS

This section evaluates the proposed novel SWAD frame-
work for anomaly detection. Specifically, we aim to em-
pirically show: i) the SWAD framework can significantly
improve the anomaly detection performance on both bench-
mark and real-world datasets; ii) the SWAD framework has
comparable or even better performance than state-of-the-art
approaches; iii) a systematic study of the newly introduced
hyperparameters k and τ of the SWAD framework.

A. Setup

In this work, we followed the semi-supervised anomaly
detection setup, meaning that only normal samples were used
for training, while used a separate validation set (consisting
of both normal and a few abnormal samples) for each
experiment to stop the training when the model reached
the best performance on the validation set. Specifically, we
only report the results on the test set in the following.
AUC [24] was used as the metric to measure the anomaly
detection performance as in the previous studies [18], [19].
In all experiments, we used the Adam optimizer [25] with
a learning rate of 10−3. The batch size was 512 for the
benchmark datasets and 256 for the real-world datasets. The
key hyperparameters of the SWAD framework and the vanilla
autoencoder were individually optimized on the validation
set for each experiment. The implementation was based on
TensorFlow [26]. It should be noted that each experiment
was repeated five times with different random seeds, and
only the averaged results with their standard deviations are
presented in the following subsections.

1) Datasets: In this study, the experiments were car-
ried out on four datasets, including two image datasets
MNIST [27] and CIFAR-10 [28] which are frequently used
to benchmark deep learning algorithms, and two challenging
real-world datasets. Specifically, the two benchmark datasets
have originally 10 classes. Therefore, in order to create an
anomaly detection setup, data from one specific class are
considered as normal, while the data affiliated with the left
9 classes were considered abnormal. The two real-world
datasets are solar cell images [17] and MVTec AD [29].
On both real-world datasets, normal samples are defect-
free products, while the abnormal samples are products with
different defects.

2) Reference Methods: The key reference method is a
vanilla autoencoder (AE) with the same architecture as the
one used in the SWAD framework. In addition, we also
include two representative methods from literature to iden-
tify the anomaly detection ability of SWAD on benchmark
datasets. One is the deep support vector domain description
(DSVDD) [19] and the other is the one-class support vector
machine (OCSVM) [12].

B. Experiments on Benchmark Datasets

The experiments conducted on benchmark datasets aim
to demonstrate the effectiveness of the proposed framework
and provide a preliminary comparison between SWAD and
existing state-of-the-art approaches. TABLE I and TABLE II

TABLE I: AUC on the MNIST dataset.

DSVDD [19] OCSVM [12] AE SWAD Gain

Digit 0 0.980
(± 0.007)

0.982
(± 0.000)

0.988
(± 0.000)

0.996
(± 0.001)

0.8%↑

Digit 1 0.997
(± 0.001)

0.992
(± 0.000)

0.999
(± 0.001)

1.000
(± 0.000)

0.1%↑

Digit 2 0.917
(± 0.008)

0.821
(± 0.000)

0.931
(± 0.003)

0.937
(± 0.009)

0.6%↑

Digit 3 0.919
(± 0.015)

0.861
(± 0.000)

0.960
(± 0.002)

0.971
(± 0.003)

1.1%↑

Digit 4 0.949
(± 0.008)

0.948
(± 0.000)

0.945
(± 0.002)

0.969
(± 0.004)

2.5%↑

Digit 5 0.885
(± 0.009)

0.774
(± 0.000)

0.975
(± 0.000)

0.993
(± 0.000)

1.8%↑

Digit 6 0.983
(± 0.005)

0.948
(± 0.000)

0.996
(± 0.001)

0.997
(± 0.001)

0.1%↑

Digit 7 0.946
(± 0.009)

0.934
(± 0.000)

0.971
(± 0.005)

0.987
(± 0.002)

1.6%↑

Digit 8 0.939
(± 0.016)

0.902
(± 0.000)

0.912
(± 0.006)

0.936
(± 0.023)

2.6%↑

Digit 9 0.965
(± 0.003)

0.928
(± 0.000)

0.963
(± 0.008)

0.976
(± 0.002)

1.3%↑

Average 0.948
(± 0.008)

0.909
(± 0.000)

0.964
(± 0.003)

0.976
(± 0.005)

1.3%↑

TABLE II: AUC on the CIFAR-10 dataset.

DSVDD [19] OCSVM [12] AE SWAD Gain

Airplane 0.617
(± 0.041)

0.619
(± 0.000)

0.681
(± 0.001)

0.733
(± 0.005)

7.6%↑

Automobile 0.659
(± 0.021)

0.385
(± 0.000)

0.494
(± 0.010)

0.551
(± 0.013)

11.5%↑

Bird 0.508
(± 0.008)

0.606
(± 0.000)

0.669
(± 0.001)

0.677
(± 0.005)

1.2%↑

Cat 0.591
(± 0.014)

0.494
(± 0.034)

0.581
(± 0.004)

0.584
(± 0.004)

3.3%↑

Deer 0.609
(± 0.011)

0.713
(± 0.000)

0.707
(± 0.000)

0.730
(± 0.002)

1.5%↑

Dog 0.657
(± 0.025)

0.520
(± 0.011)

0.607
(± 0.002)

0.616
(± 0.010)

3.3%↑

Frog 0.677
(± 0.026)

0.638
(± 0.000)

0.668
(± 0.005)

0.679
(± 0.001)

1.6%↑

Horse 0.673
(± 0.009)

0.482
(± 0.000)

0.493
(± 0.003)

0.501
(± 0.028)

1.6%↑

Ship 0.759
(± 0.012)

0.637
(± 0.000)

0.697
(± 0.001)

0.723
(± 0.007)

3.7%↑

Truck 0.731
(± 0.012)

0.488
(± 0.000)

0.425
(± 0.008)

0.568
(± 0.014)

33.6%↑

Average 0.648
(± 0.018)

0.558
(± 0.000)

0.602
(± 0.004)

0.636
(± 0.009)

6.9%↑

show the entire experimental results on MNIST and CIFAR-
10, respectively. Generally, the SWAD framework notably
improves the anomaly detection performance of the autoen-
coder. For example, on CIFAR-10, SWAD achieved about
6.9% better performance than autoencoder in average with
up to 33% improvement in extreme cases (class truck as
normal class). On MNIST, the improvement brought by the
new framework is slightly less notable, namely about 1.3% in
average. This is reasonable because the vanilla autoencoder
already performed well on the MNIST dataset.

The comparison between SWAD and the vanilla au-
toencoder has empirically shown the benefit of the novel
selection-and-weighting mechanism. This matches our ex-
pectation because the vanilla autoencoder trivially encodes



all original features of the training data, while some in-
formation (e.g., background pixels or noise) can mislead
the anomaly detection. By introducing the selection-and-
weighting in the learned latent space, we could further
identify the most important latent dimensions and therefore
achieved notable improvement.

In addition, the SWAD framework also achieved com-
parable or even better performance in comparison with
the two reference methods on the benchmark datasets. On
MNIST, SWAD outperformed the reference methods in nine
of ten cases. On the more challenging CIFAR-10 dataset, the
proposed framework still had comparable performance with
DSVDD and significantly outperformed OCSVM. It should
be noted that we only used shallow fully-connected networks
on the benchmark datasets to illustrate the effectiveness,
so further performance enhancement can be expected when
more powerful backbone networks are used such as convo-
lutional neural networks.

C. Case Study: Solar Cells

To automatically detect or identify defects on solar cells
is an important use case for anomaly detection. In this
experiment, we compared SWAD and a vanilla autoencoder
on the solar cell image dataset [17]. The solar cell images
were extracted from large-scale electroluminescence images.
In total, 85513 normal solar cell images were used for
training. Both validation and test sets consisted of 4737
normal and 189 abnormal images. Exemplary normal and
abnormal solar cell images are shown in Fig. 3.

The solar cell images were more complex and had sizes of
120×120, so the backbone networks in SWAD were replaced
by convolutional autoencoders. In particular, the encoder
consisted of 5 convolutional layers with 4, 8, 16, 32, 128
filters, respectively. The first four convolutional layers had
filters with the size of 3×3 using a stride of 2 with the
same padding, while the last convolutional layer used a 5×5
filter. Batch-normalization and Leaky-ReLU layers were used
after each convolutional layer. The decoder used a mirrored
structure with transposed convolutional layers. The learning
network g(·) during the second training stage shared the same
architecture with the decoder. As shown in TABLE III, the
proposed SWAD framework improved the anomaly detection
of an autoencoder moderately with respect to AUC.

Fig. 3: The first image from left is the normal solar cell,
while the rest four images represent different defects.

D. Case Study: MVTec

MVTec [29] is a recently published real-world dataset for
evaluating anomaly detection algorithms as shown in Fig. 4.
The original MVTec dataset consists of images with high
resolution (1024×1024) for 15 categories. In our experiment,

TABLE III: AUC on the solar cell dataset.

AE SWAD (ours) Gain

Solar cells 0.744
(± 0.001)

0.754
(± 0.002)

1.3%↑

the images were resized into 120×120 to spare training
resources. In addition, as suggested in [29], we used data
augmentation to increase the training data size to 4000 for
each category. Both validation and test sets had tens of
normal and abnormal images (varying from category to cat-
egory). Specifically, for each category, defect-free products
were considered to be normal, while the products affiliated
with the same category but with defects were denoted as
abnormal samples. Moreover, SWAD was implemented as
the same as for solar cell images.

Fig. 5 illustrates the overall AUC on the test sets for
different categories of MVTec. The SWAD framework out-
performed the vanilla autoencoder for all 15 categories with
more than 27% in average. In 10 of 15 cases, SWAD signif-
icantly improved the performance of a vanilla autoencoder
with more than 5%, where the largest improvement was
about 152% for the category carpet. It should be noted
that the SWAD framework only had marginally improvement
with the categories wood, bottle and toothbrush. One plau-
sible reason might be the defect structure in these categories
were too small and difficult to identify based on the current
metric (MSE).

Fig. 4: Exemplary MVTec images. The first column from
the left shows the normal images, while the rest columns
illustrate the abnormal samples.
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Fig. 5: AUC on the MVTec dataset.

E. Insight into SWAD

1) Hyperparameters k and τ : Fig. 6 shows the exemplary
performance overview for the four datasets. In general, the
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Fig. 6: AUC with respect to the two key hyperparameters k
and τ on four exemplary experiments. The highest AUC is
marked using a black point with dotted lines.

benchmark datasets are less challenging than the real-world
datasets. Therefore, the resulting visualization of benchmark
datasets is more homogeneous. On the contrary, the surface
of the two real-world datasets is notably more bumpy.
Furthermore, large τ cannot always guarantee the optimal
anomaly detection performance. This matches our expec-
tation that not all learned latent features can effectively
contribute to detecting anomalies. In this case, the SWAD
framework is essential to approach the optimal performance.

2) Study of Latent Dimensions: The proposed SWAD
framework deals with the latent representation learned by
an autoencoder. Accordingly, the latent dimensions can have
impact on the final performance. We carried out experiments
on the benchmark datasets with four different latent dimen-
sions: 64, 128, 256 and 512. Fig. 7 and Fig. 8 present the
results averaged over the ten classes for each dataset. k
and τ were individually optimized for each normal class.
Generally, latent dimensions have limited influence on the
anomaly detection performance. On both datasets, it can be
observed that the averaged AUC decreases with large latent
dimensions. One reason might be that too large latent dimen-
sions cannot well encode the input data and the subsequent
selection and weighting can thus have limited contribution.
On the other hand, for the more challenging dataset CIFAR-
10, too few latent dimensions cannot perform well either.
This suggests that some information of the normal data is not
well preserved during the encoding due to the small latent
dimension. Nonetheless, the proposed framework can still
well work in a wide range of latent dimensions.

64 128 256 512
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0.979

0.982
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Fig. 7: Averaged AUC on MNIST under different latent
dimensions of the autoencoder at the first training stage.
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Fig. 8: Averaged AUC on CIFAR-10 under different latent
dimensions of the autoencoder at the first training stage.

F. Discussion

In the proposed SWAD framework, the selection-and-
weighting is carried out in the learned latent space. Indeed,
another intuitive alternative is to directly select and weight
the features in the original data space, i.e., the pixel space
for the image data. However, using pixels as features are
less robust and more sensitive to the noise in the original
images. Nonetheless, we argue that selection-and-weighting
in the original data space can work if the data are structured.
In addition, in this work, we used a fixed τ for a given dataset
which was determined by a separate validation set. This
design is intuitive and convenient for the implementation.
Thereby, one natural future research is to include τ as
a trainable parameter of the SWAD framework and the
resulting framework is expected to be easier to use due to
less hyperparameters.

As demonstrated in the previous subsections, SWAD has
shown its ability of enhancing anomaly detection perfor-
mance of autoencoder-based approaches. Nonetheless, we ar-
gue that our framework can also improve the representation-
learning-based anomaly detection methods such as [19],
[30]. Although these approaches do not utilize autoencoders,
they finally output a latent representation for each sam-
ple and calculate certain distances based on the learned
representation to determine the affiliation of the sample.
Correspondingly, these methods often share the similar draw-
back with the autoencoder-based approaches: All original
input dimensions or features are equally considered and
transformed into a compact latent representation, so noise
or redundant information can be also encoded and thus



mislead the anomaly detection process. To apply the SWAD
framework to representation-learning-based methods, we can
simply replace the autoencoder by the targeting methods at
the first training stage. The general pipeline stays the same.
In this way, the final distance calculation can be carried
out on the selected-and-weighted representations and better
performance can be expected. This is also one of the on-
going work of the authors.

V. CONCLUSION

This paper proposes a novel selection-and-weighting-
based anomaly detection framework, namely SWAD. In
contrast to existing autoencoder-based approaches, SWAD
aims to select the most informative features of latent rep-
resentations and to down-weight the non-selected features
for better anomaly detection performance. Experiments on
both benchmark and real-world datasets have shown its
effectiveness. Furthermore, the study of the additional hy-
perparameters of SWAD is also practical for users. The
future work may include applying the SWAD framework
to other autoencoder-based anomaly detection approaches.
Another future work might introduce adaptive weighting
for individual latent dimensions for further enhancement.
Finally, other learning objectives such as adversarial training
can be considered to replace the canonical MES loss for
better performance.
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